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Abstract: Using the recently developed Car-Parrinello-like approach to Born-Oppenheimer
molecular dynamics (Kühne, T. D.; et al. Phys. Rev. Lett. 2007, 98, 066401.), we assess the
accuracy of ab initio molecular dynamics at the semilocal density functional level of theory to
describe structural and dynamic properties of liquid water at ambient conditions. We have
performed a series of large-scale simulations using a number of parameter-free exchange and
correlation functionals, to minimize and investigate the influence of finite size effects as well as
statistical errors. We find that finite size effects in structural properties are rather small and,
given an extensive sampling, reproducible. On the other hand, the influence of finite size effects
on dynamical properties are much larger than generally appreciated. So much so that the infinite
size limit is practically out of reach. However, using a finite size scaling procedure, thanks to
the greater effectiveness of our new method we can estimate both the thermodynamic value of
the diffusion coefficient and the shear viscosity. The hydrogen bond network structure and its
kinetics are consistent with the conventional view of tetrahedrally coordinated water.

1. Introduction

Since the first applications of molecular dynamics (MD) to
realistic systems,1 liquid water has been one of the most
studied systems, as it is arguably the most important liquid
for its role in biology, chemistry, and geophysics. This
widespread interest has also sparked many controversies, the
most recent being the suggestion that the average coordina-
tion of water is 2 rather than 4 as the tetrahedral coordination
of ice and the nature of the hydrogen bond (HB) would
suggest.2 A detailed understanding of liquid water is therefore
essential and at the same time demanding due to its complex
behavior and unusual properties.3 However, simulating water
is rather challenging due to the presence of a number of
difficulties in modeling the various physical effects that
conspire to make water unique, such as sizable quantum
corrections, large permanent dipoles and strong polarizability
effects, and the cooperativity of the HB network.

Much effort has gone into developing empirical potentials
for water capable of describing all of these effects and much
progress has been reported.4-10 However, often the transfer-
ability of these potentials to regions of the phase diagram or
systems different from that in which they have been fitted is
restricted. Furthermore, they are not able to simulate with
sufficient predictive power chemical processes that take place
in water solutions.

A first-principles based approach, like density functional
theory (DFT)11 based ab initio molecular dynamics (AIMD),
where the forces are evaluated on the fly from accurate
electronic structure calculations, is very attractive since many
of these limitations can in principle be removed. However,
also the ab initio approach is not without problems: the
relevant energy scale is very small and an error of 0.3 kcal/
mol might cause the simulated water either to freeze or to
evaporate. This poses very stringent accuracy constraints.
Furthermore, the computational cost associated with AIMD
has forced in the past numerical approximations to extend
the attainable size and length scales of the simulation, and a
significant dependence on numerical details has been
reported.12-19

* Corresponding author. E-mail: tkuehne@phys.chem.ethz.ch.
† ETH Zurich.
‡ Current address: Paul Scherrer Institute, CH-5232 Villigen PSI,

Switzerland.

J. Chem. Theory Comput. 2009, 5, 235–241 235

10.1021/ct800417q CCC: $40.75  2009 American Chemical Society
Published on Web 01/09/2009



In view of great potential impact and widespread interest,
it is of great value to assess its intrinsic properties as distinct
from those that descend from numerical approximations,
finite size effects, and insufficient sampling. This is now
made possible by a new simulation method20 which is highly
accurate and at the same time at least 1 order of magnitude
more efficient than previous ones. In this work, we focus on
the Perdew-Burke-Ernzerhof (PBE) approximation to the
exact exchange and correlation (XC) functional, whose
parameters have been determined from first principles.21 We
find that ordinary PBE water at 300 K is somewhat
overstructured and less fluid than real water, with a shear
viscosity (here calculated for the first time) which is within
a factor of 3 of the experimental one. Given the fact that
here nuclear quantum effects are not included, one can
conclude that PBE does provide a qualitative realistic model
for water-water interactions.

The long runs (∼250 ps) on relatively large systems (128
molecules) allow for the first time a number of dynamical
properties to be evaluated with accuracy. We have already
mentioned shear viscosity, and to this we can add the self-
diffusion coefficient, which exhibits stronger than expected
finite size effects, but whose asymptotic value for an infinite
large system is now evaluated. We also calculate the single-
particle velocity-velocity autocorrelation function and the
corresponding power spectrum. In view of the current
controversy, we have also examined the HB network and
its dynamics. But eventually PBE water is consistent with
the conventional wisdom, and this conclusion is not altered
if other XC functionals are used.

However, before discussing our results we briefly sum-
marize the principles that are at the bases of our method
and is the key to our successful investigation and which has
already found a number of practical applications.22,23

2. Second Generation Car-Parrinello MD

Contrary to the direct Born-Oppenheimer MD (BOMD),24

in which during the dynamics the energy functional is fully
optimized subject to the orthonormality constraint 〈ψi(r)|
ψj(r)〉 ) δij, in the Car-Parrinello MD (CPMD)25 approach
this is circumvented by designing a suitable electron-ion
dynamics in which, under appropriate conditions, the elec-
trons follow adiabatically the ions very close to the instan-
taneous electronic ground state. An important role in this
approach is played by µ, the fictitious electronic mass, which
has to be chosen small enough to ensure this adiabatic
decoupling.26 As a consequence, the maximal permissible
integration time step ∆t has to be considerably smaller than
in BOMD.27 In our novel approach the original fictitious
Newtonian dynamics of the electronic degrees of freedom
is replacedbyananother,veryclose to theBorn-Oppenheimer
(BO) dynamics, which does not require the introduction of
any artificial mass. At variance with CPMD, where the
electronic dynamics is defined by the introduction of a
Lagrangian, the coupled electron-ion dynamics is directly
specified. These are based on the always stable predictor-
corrector method28,29 of Kolafa, though other choices are
equally possible.30,31

Let us represent the set of electronic wave functions in
the form of a coefficient matrix C that has the dimension of
the basis set size times the number of occupied states, which
is assumed to be nonorthogonal. Thus, the overlap matrix S
is different from unity. In terms of C and S we can now
define the contracovariant density matrix PS, where P ) CCT

is the one-particle density kernel. One expects that the
dynamics of PS to be much smoother than that of the more
widely varying wave functions even in the case of metals,
where many states crowd the Fermi level. This consideration
therefore suggests to propagate PS, rather than the wave
functions as in CPMD.

2.1. Coupled Electron-Ion Dynamics. Adapting Kolafa’s
method to this particular case, we write the predicted wave
function at time tn in terms of K previous PS matrices as

Cp(tn)= ∑
m)1

K

(-1)m+1m
(2K
K-m )

(2K- 2
K- 1 )

P(tn-m)S(tn-m)C(tn-1)

(1)

The corresponding corrector involves the evaluation of
only one preconditioned electronic gradient MIN[C(t)] using
the orbital transformation (OT) method of VandeVondele
and Hutter.32 This leads to the corrected C(tn):

C(tn))ωMIN[Cp(tn)]+ (1-ω)Cp(tn) (2)

with ω) K
2K- 1

where Kg 2

Such a predictor-corrector scheme leads to an electron
dynamics which is accurate and time reversible up to
O(∆t2K-2), where ∆t is the integration time step. The
efficiency of this approach is such that the ground state is
very closely approached within just one such step. We thus
totally avoid the self-consistency cycle and any expensive
diagonalization, while remaining very close to the BO surface
and allow for ∆t to be as large as in standard MD.

Nevertheless, a small dissipative energy drift is introduced
that needs to be corrected. To this effect, in ref 18 we have
shown, that an excellent model for the ionic forces thus
calculated is FI

PC ) FI
BO - γDMIṘI, where FI

BO are the correct
BO forces, γD a friction coefficient, MI the ionic masses,
and RI the ionic coordinates. The presence of damping
suggests a canonical sampling of the Boltzmann distribution
based on a Langevin approach, rather than a microcanonical
one. We therefore introduce a properly modified Langevin
equation,33 in which for convenience an additional friction
coefficient γL is present. These damping terms are compen-
sated by an additive white noise �I(t), which is related to γ
) γD + γL by the fluctuation-dissipation theorem
〈�I(0)�I(t)〉 ) 2γMIkBTδ(t), thus leading to an exact sampling.

In order to determine the unknown value of γD, we perform
a preliminary run in which we vary γD on the fly using a
Berendsen-like algorithm34 until the equipartition theorem
is satisfied. This can be somewhat laborious, but once γD is
fixed, very long and accurate simulation runs can be
performed at a much reduced computational cost, thus
unifying the best of conventional BOMD and CPMD, since
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one uses large time steps, while at the same time preserving
the Car-Parrinello efficiency.

3. Computational Details

In the largest simulated system, we take a periodic cubic
box of length L ) 15.6627 Å consisting of 128 light water
molecules that corresponds to a density that differs by only
0.3% from the experimental value. All simulations are
performed at 300 K; the Langevin dynamics is integrated
using the algorithm of Ricci and Ciccotti.34 The discretized
integration time step ∆t ) 0.5 fs, while γD ) 8.65 × 10-5

fs-1 and γL ) 1.35 × 10-5 fs-1. The simultaneous propaga-
tion of the electronic degrees of freedom proceeds with K
) 7, which yields a time reversibility of O(∆t12). At each
MD step the corrector is applied only once, which implies
just one preconditioned gradient calculation. The deviation
from the BO surface, as measured by the preconditioned
mean gradient deviation is 10-5 au, which is only slightly
larger than typical values used in fully converged BOMD
simulations.

Since we are dealing with a disordered system at finite
temperature that also exhibits a large band gap, the Brillouin
zone is sampled at the Γ-point only. Furthermore, separable
and norm-conserving pseudopotentials are used to describe
the interactions between the valence electrons and the ionic
cores.35-37

Long and well-equilibrated trajectories are necessary in
order to obtain an accurate sampling. This requirement is
made even more stringent by the strong dependence of the
translational self-diffusion coefficient on temperature and,
in the case of PBE water, on the expected low diffusivity at
room temperature.16,38 Unless otherwise stated, we use the
PBE generalized gradient approximation to the XC energy.
In each run we equilibrate carefully the system for 25 ps
and accumulate statistics in the successive 250 ps. Finite size
effects are studied by comparing the results of the largest
system with equally long runs on 64 and 32 water molecules.
For the purpose of addressing the accuracy of our simula-
tions, we have carried out two shorter, 25 ps long, reference
calculations with 128 molecules, using fully self-consistent
BO forces and either Newtonian or Langevin dynamics.
Otherwise, the settings for both runs were identical and
started from the same well-equilibrated configuration. We
also investigated the influence of the XC functional in a series
of additional runs using a variety of different semilocal XC
functionals, either parameter-free,39,40 or empirically parame-
trized.41-43 In each of these reference runs, statistics were
accumulated for at least 30 ps after an equilibration of 20
ps, totaling more than 1 ns of AIMD simulations.

All simulations were performed using the mixed Gaussian
and plane wave44 code CP2K/Quickstep.45 In this approach,
the Kohn-Sham (KS) orbitals are expanded in Gaussians,
while for the electron density a plane wave basis is used.
Exploiting the efficiency of transformation methods to
alternate between one representation and the other, together
with advanced multigrid, sparse matrix and screening
techniques, an efficient linear-scaling evaluation of the KS
matrix is obtained. Efforts towards a full linear scaling
algorithm are underway.47 Here the orbitals are represented

by an accurate triple-� basis set with two set of polarization
functions (TZV2P),48 while a density cutoff of 320 Ry is
used for the charge density. The use of a position-dependent
basis set inevitably entails a basis set superposition error
(BSSE). In our case the BSSE, as estimated by the average
error in the binding energy of a single water molecule within
the bulk against counterpoise corrected reference calculations
at the complete basis set limit, corresponds to an ap-
proximately constant energy shift of 0.3 kcal/mol. Since the
associated standard deviation is well below 0.01 kcal/mol,
the nuclear forces as well as the chemical relevant energy
differences are basically unaffected.

4. Results and Discussion

4.1. Structural Properties. In Figure 1 the oxygen-oxygen
pair-correlation function (PCF) gOO(r) evaluated on systems
with different numbers of molecules are compared to assess
the convergence with respect to system size. We find that,
using 32 water molecules, errors due to finite size effects
are not entirely negligible. However, already in the 64-
molecule system the gOO(r) coincides, within statistical
uncertainty, with that of the larger 128-molecule calculation,
providing results that are converged with respect to system
size.

In Figure 2 the partial pair correlation functions are
compared to recent X-ray scattering51 and neutron diffrac-
tion48 data, but also to BOMD reference calculations in order
to assess the accuracy of our novel approach. The agreement
with the reference BOMD calculation is excellent, and the
results are consistent with those of others.12,14,16,38 Com-
parison with experiments reveals a general overstructuring
and an oxygen-hydrogen PCF, whose relative heights of
the first two intermolecular peaks are reversed. However,
the inclusion of nuclear quantum effects is expected to further
improves the agreement with experiments,52 though probably
less than earlier calculations suggested.53 In the literature,
PCF’s in slightly better agreement with experiment have been
reported; however, such calculations have been performed
either at higher temperatures12,13,15,16 or using different XC
functionals.17-19

Figure 1. Comparison of the oxygen-oxygen PCF’s, ob-
tained from AIMD simulations, using 32, 64, or 128 water
molecules.
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We have also performed a series of simulations using
various XC functionals, as reported in Figure 3 and detailed
in Table 1, that yields a coordination number ∼4.0 ( 0.1
and confirms a sizable functional dependence. Nevertheless,
in spite of the observed variations, and given the challenge

of simulating water from first principles, all in all the
performance of DFT can be judged to be encouragingly good.

The length of our simulations allows for a careful error
estimation. To this end, we have randomly selected 1000
segments along the trajectory, each 25 ps long, in which we
have calculated the gOO(r). The length of each segment is
chosen to be longer than the correlation time estimated by
Grossman et al.38 The fluctuations of the gOO(r) in each
segment relative to the average of the whole trajectory are
within 2 standard deviations. This shows that given a
sufficient sampling the errors in our simulations are negli-
gible, and results from AIMD calculations are reproducible.

4.2. Hydrogen Bond Network. The textbook picture of
bonding in liquid water indicates that each water molecule
sits on average in a tetrahedral cage formed by a local, but
macroscopically extended, HB network that is continually
deformed by the dynamic breaking and re-forming of HB’s.
But, as already mentioned, this view has been recently
challenged by Wernet et al. and is matter of current
debate.56-60 Specifically, based on X-ray absorption and
Raman scattering the claim is that at ambient conditions
>80% of the HB’s are broken, leading to a liquid water
coordination of ∼2. This would imply, rather surprisingly,
that liquid water predominantly consists of chains or rings.

To check whether their interpretation is coherent with our
data, we use their HB definition. The corresponding results
are summarized in Table 2. We find that all of our
calculations support a tetrahedral arrangement, even in the
case of the OLYP functional, which has the largest number
of broken HB’s. Since the definition of a HB is somewhat
arbitrary we have also applied alternative HB definitions of
Luzar and Chandler61 as well as Kuo and Mundy.62 The
results are very similar and do not change if one slightly
varies the cutoff radius or even introduces an additional
persistence time criterion in the definition of HB.

Figure 2. Partial PCF’s of liquid water at ambient conditions and its mean square displacement (top left panel). From the
enclosed inset the onset of a cage effect can be observed at ∼250 fs followed by diffusion, which is in excellent agreement with
Gallo et al.49

Figure 3. gOO(r), as obtained from neutron diffraction, X-ray
scattering, and AIMD simulations using a variety of different
XC functionals.

Table 1. First Maximum and Minimum Peak Heights in the
gOO(r), Their Positions rOO, and Coordination Number Nc

with Respect to the XC Functional

XC gOO
max(r) rOO

max gOO
min(r) rOO

min Nc

PBE21 3.25 2.73 0.44 3.28 4.04
RPBE39 3.19 2.75 0.42 3.32 4.03
revPBE40 3.01 2.77 0.50 3.31 4.05
BLYP41,43 2.92 2.79 0.57 3.33 4.09
OLYP42,43 2.57 2.79 0.71 3.30 3.90
ALS50 2.83 2.73 0.80 3.4 4.7
Soper51 2.75 2.73 0.78 3.36 -
HASY54,55 2.58 2.76 0.83 3.40 -
PCCP50,55 2.31 2.78 0.84 3.39 -
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4.3. Dynamic Properties. Having gathered enough sta-
tistics on systems of different sizes we now address the issue
of size dependence of the translational self-diffusion D. This
arises from the fact that a diffusing particle sets up a
hydrodynamic flow, which decays as slowly as 1/r. In a
periodically repeated system this leads to an interference
between one particle and its periodic images. This effect has
been analyzed by Dünweg and Kremer,63,64 who have
established the following relation for the diffusion coefficient
under periodic boundary conditions as a function of simula-
tion box length L:

DPBC(L))D∞ -
kBT�
6πηL

(3)

where D∞ is the diffusion coefficient for an infinite system,
� ) 2.837 a numerical coefficient similar to the Madelung
constants which results from an infinite summation over all
replicas, and η the translational shear viscosity. Though this
relation have been known for a while, it is not generally
appreciated how large these finite size corrections might be.
From Figure 4 it can be seen that, within error bars, DPBC(L)
obeys rather well the analytical 1/L scaling. With some
caution, using eq 3, we can thus extrapolate DPBC(L) to Lf
∞, in order to determine D∞ ) 0.789 × 10-5 cm2/s, and for
the first time obtain an estimate for the translational shear
viscosity η∞ ) 21.22 × 10-4 Pa · s. These results have to be
compared with the experimental values of D ) 2.395 × 10-5

cm2/s65 and η ) 8.92 × 10-4 Pa · s.66 These results confirm

that PBE water is less fluid than real water. However, if we
take into account that we have not included nuclear quantum
effects,67,68 we conclude that PBE provides a good repre-
sentation of the water potential energy surface. In addition,
Figure 4 shows that for all of our simulations the value of
D∞, as obtained by applying eq 3 together with the now
determined η∞, is consistent with our initial estimate. This
demonstrates that η∞ is much less system size dependent than
D∞ and that the area of validity of the Stokes-Einstein
relation, which indicates an inverse relation between these
two quantities, is limited.

In Figure 5, we show the velocity-velocity autocorrelation
function for the hydrogen and oxygen atoms, as well as its
power spectrum that is the temporal Fourier transform. The
latter is of particular interest, since, besides being in excellent
agreement with our BOMD reference calculations, the
shoulder due to dangling HB’s in the oxygen-hydrogen
high-frequency stretching band further indicates a mainly
symmetric charge distribution and thus tetrahedral water
coordination.

In all calculations DPBC(L) is computed using Einstein’s
relation from the mean square displacement, and as an extra
consistency check also via the Green-Kubo relation, i.e.,

Table 2. Relative Occurrence of Double Donor (DD),
Single Donor (SD), No Donor (ND), Donating and Free
HB’s, As Obtained from AIMD Simulations Averaged over
Half a Million Snapshots Using Several Semilocal XC
Functionals

PBE RPBE revPBE BLYP OLYP

DD 82.8% 81.4% 76.8% 72.9% 59.0%
SD 16.6% 17.8% 22.0% 25.4% 36.3%
ND 0.7% 0.8% 1.2% 1.7% 4.7%
donated HB’s 91.0% 90.3% 87.8% 85.6% 77.1%
free HB’s 9.0% 9.7% 12.2% 14.4% 22.9%
mean HB’s 3.642 3.613 3.513 3.423 3.085

Figure 4. DPBC as a function of system size, computed by
AIMD simulations using the PBE XC functional. The solid line
is the linear extrapolation to an infinite system, whereas the
dotted line is the mean of D∞ corrected by eq 3.

Figure 5. Velocity-velocity autocorrelation function and the
power spectrum. Full lines are obtained by Car-Parrinello-
like simulations, whereas dashed lines represent BOMD
reference calculations.

Figure 6. HB autocorrelation function as a function of
simulation time.
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by integrating the velocity-velocity autocorrelation function
with respect to time.

Given the fact that our method is new and to assess the
influence of the stochastic noise on the dynamics, we
performed two BOMD reference calculations, one using a
canonical Langevin dynamics with exactly the same damping
term as before, and another one in the microcanonical NVE
ensemble. The three different calculations yield results for
DPBC that are indistinguishable within error bars. This further
strengthens our conclusion that our sampling is correct and
that the use of a Langevin equation with tiny damping does
not affect the dynamical properties within statistical
uncertainty.

4.4. Hydrogen Bond Kinetics. The HB kinetics is studied
via the Luzar-Chandler model69 that with just two rate
constants k and k′ is able to describe the complex, nonex-
ponential behavior of the following reactive flux correlation
function:

k(t))- dc(t)
dt

)-
〈(dh/dt)t)0[1- h(t)]〉

〈h〉 ) kc(t)- k′n(t)

(4)

in which c(t) ) 〈h(0)h(t)〉/〈h〉 is the HB autocorrelation
function, and n(t) ) 〈h(0)[1 - h(t)] H(t)〉/〈h〉 , where H(t) is
unity if a selected pair of molecules are closer than the
distance R ) 3.5 Å and zero otherwise, while 〈 · 〉 denotes
temporal averages. Thus, n(t) denotes the number of initially
bonded pairs of molecules that are broken at time t, while
remaining closer than R. In the HB population operator h(t),
we use the previous mentioned HB defintions. The HB
lifetime is related to k by τHB ) k-1, whereas the HB
relaxation time is computed as

τr )
∫ dt tc(t)

∫ dt c(t)
(5)

The reactive flux correlation function k(t) is nonexponential
and monotonically decaying after a few libration periods. A
least-squares fit of our data to eq 4 yields k ) 0.143 ps-1

and k′ ) 0.389 ps-1, thus τHB ) 6.98 ps and τr ) 10.25 ps.
When compared to the classical results of Xu et al.,70 our
values for τHB and τr are both about twice as large. As a
consequence, the ratio τr/τHB ) 1.47 is very close to the value
∼1.5 reported by others.19,70

Besides these quantitative differences, there is also a
qualitative discrepancy in the sense that in our ab initio
calculation c(t) decorrelates significantly slower and ceases
to be exponentially decaying as displayed in Figure 6. In
fact, we suspect that the decay might be biexponential, which
would assume a second linear equation for n(t). But in any
case, this can be tentatively attributed to polarization effects
that are possibly better described by DFT, though a final
answer would require further investigation which is beyond
the scope of this paper.

5. Conclusion

Owing to the efficiency of our novel method, to the best of
our knowledge, we have presented the most extensive AIMD

simulations so far. We found that structural properties are
well converged and reproducible. By contrast, dynamical
properties are much less established; however, recent progress
in AIMD calculations20 allowed us to calculate the shear
viscosity and the HB relaxation time of liquid water for the
first time from ab initio. Along the way, we also reassessed
the liquid water structure that has been recently questioned,
but all of our calculations further supports the well-
established tetrahedral coordination of liquid water.
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Abstract: Successful modeling of the processes of protein folding and aggregation may
ultimately require accurate descriptions of proteins’ diffusive characteristics, which are expected
to be influenced by hydrodynamic effects; a comprehensive study of the diffusion and folding of
11 model proteins with an established simulation model extended to include hydrodynamic
interactions between residues has therefore been carried out. Molecular simulations that neglect
hydrodynamic interactions are incapable of simultaneously reproducing the expected experi-
mental translational and rotational diffusion coefficients of folded proteins, drastically underes-
timating both when reasonable hydrodynamic radii are employed. In contrast, simulations that
include hydrodynamic interactions produce diffusion coefficients that match very well with the
expected experimental values for translation and rotation and also correctly capture the significant
decrease in translational diffusion coefficient that accompanies protein unfolding. These effects
are reflected in folding simulations of the same proteins: the inclusion of hydrodynamic
interactions accelerates folding by 2-3-fold with the rate enhancement for the association of
secondary structure elements exhibiting a strong sensitivity on the sequence-distance between
the associating elements.

Introduction

Efforts to develop an understanding of the mechanistic details
of protein folding have been pursued for many years (for
reviews, see refs 1-3) and have taken on added significance
recently with the realization that a number of pathologies
(the so-called ‘conformational diseases’4) are caused by, or
at least heavily associated with, protein misfolding and
aggregation.5 Theoretical and computational studies have
provided a number of insights into the folding of single,
isolated proteins (e.g., refs 6-8), protein-protein association
(e.g., refs 9-12), oligomerization (e.g., refs 13 and 14),
domain-swapping (e.g., refs 15 and 16), and aggregation
processes (e.g., refs 17-20).

Up to now, very few studies have focused on how well
the extant simulation models capture the diffusive motions
of protein chains, either with explicit solvent21 or implicit
solvent methods.22 This, however, is an issue that warrants
special attention for the modeling of aggregation or coupled

folding-association processes since both involve an interplay
(or competition) between intramolecular folding and inter-
molecular association events, with the latter, in particular,
having a clear potential for diffusion dependence. An
indication that it might be important to pay particular
attention to proteins’ diffusive properties is given by the fact
that a number of protein aggregation processes have already
been described as being controlled by kinetic rather than
strictly thermodynamic factors (e.g., refs 23 and 24). Full
consideration of the issue requires asking whether simulation
methods are capable of accurately capturing both the
translational and rotational diffusive motions of protein
chains and the changes in diffusive properties that accompany
their folding and/or association.

Molecular simulations of protein folding and/or association
events can be roughly divided into two categories depending
on whether they use explicit or implicit models for the
solvent. Explicit solvent simulations have the obvious
advantage of being physically more complete in the sense
that individual water molecules are allowed to play specific
roles during folding or association. They have the very
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significant disadvantage however of being computationally
demanding in comparison with corresponding implicit sol-
vent simulations, and this expense has limited their use in
the present context to a few heroic efforts in which either
distributed computing resources (e.g., refs 13, 25, and 26)
or highly parallelized architectures (e.g., refs 27-29) have
been employed. Currently therefore, it is more common for
protein folding simulations to employ implicit solvent models
(e.g., refs 30 and 31). Of course, such models must attempt
to incorporate in some way the energetic and dynamic
influences that water exerts over the solute. The energetic
effects of hydrationswhich are not the focus of the present
workscan be implicitly modeled using continuum dielectric
methods to account for electrostatic factors32,33 and solvent-
accessible surface area-based approaches to describe hydro-
phobic contributions.34-36 Alternatively, for applications
directed at studying protein folding and association processes,
the issue of properly modeling the energetics is often
sidestepped completely by using a native-centric ‘Goj’
model,37 in which simple attractive potentials are applied to
atom- or residue-pairs that form contacts in the native state,
and purely repulsive potentials are applied to all other pairs.
Despite the apparently drastic simplification involved in Goj-
type models, the energy landscapes for folding obtained with
them appear to capture a number of key features of
experimental folding behavior.8,38-42

The purely dynamic effects that would be exerted by the
missing water molecules in implicit solvent simulations can
be accounted for by the use of Langevin dynamics (LD)
(discussed in refs 43 and 44) or Brownian dynamics (BD)
algorithms,45 and it is with the second of these methods that
the present study is concerned. In both LD and BD, water
implicitly appears in the equations of motionsin the form
of its viscositysin the diffusion tensor, D (see Methods); in
BD implementations, D, a 3N × 3N matrix (where N is the
number of particles) determines both (a) the extent of
coupling between force-induced displacements of solute
particles and (b) the statistical properties of the random
displacements that are applied to the solute particles.45

Importantly, the diffusion tensor provides the means of
including the effects of hydrodynamic interactions (HI)
between solute particles (e.g., protein residues) into the
equations of motion. There are several ways of conceptual-
izing HI; the simplest perhaps is to consider them as
accounting for the fact that the displacement of one solute
particle can have a ‘knock-on’ effect on a second nearby
solute particle due to the displacement of intervening solvent
molecules. Inclusion of HI therefore introduces correlations
into the random, Brownian displacements experienced by
neighboring solutes, such that they tend to be displaced in
similar directions; neglect of HI (also known as the ‘free
draining’ approximation44) means that the Brownian dis-
placements applied to neighboring solute particles are
completely uncorrelated.

Given the above it is not hard to imagine that the inclusion
of HI into simulations of polymers such as proteins might
have a significant effect on their diffusive properties. In fact,
there is a considerable body of literature in the polymer
physics field that has already examined the effects of HI on

the translational diffusion of high molecular weight polymers.
It was shown many years ago, for example,46 that the
inclusion of HIsmodeled via the Kirkwood-Riseman
approximation47ssuccessfully explains the Mw-1/2 depen-
dence observed for polymer translational diffusion coef-
ficients in so-called θ conditions, whereas when HI are
neglected, a much shallower, incorrect, Mw-1 dependence
is obtained.48,49 More recently it has been shown that the
inclusion of HI significantly increases the collapse rate of
polymers in so-called ‘bad’ solvent conditions.50-54 While
it is to be anticipated that these previous studies of simple
polymers will provide useful clues to what might happen in
proteins, very little attention has thus far been focused on
the effects of HI on the folding and diffusion of actual protein
chains.22,53 In fact, it has been recently reported that in regard
to unfolding, simple homopolymers and protein chains appear
to exhibit distinct behaviors.55 We therefore have conducted
a relatively systematic comparison of the effects of HI on
the BD-simulated diffusion and folding of eleven proteins
using an established simulation model; the results indicate
that inclusion of HI is likely to be essential for correctly
capturing the full range of diffusive behavior exhibited by
folding protein chains.

Methods

The Proteins Studied. Eleven well-characterized proteins
were chosen in order to cover a range of structural classes,
subject to the restriction that they be sufficiently small (<150
residues) that complete sampling of their behavior would
be computationally tractable. The proteins selected were as
follows: the B1 immunoglobulin-binding domain of protein
G (hereafter termed simply ‘protein G’),56 B1 immunoglo-
bulin-binding domain of protein L (protein L),57 chymo-
trypsin inhibitor 2 (CI2),58 barnase,59 the fyn SH3 domain
(fyn-SH3),60 cold shock protein B (CSPB),61 intestinal fatty
acid binding protein (IFABP),62 Semliki Forest viral capsid
protein (SFVP),63 λ-repressor,64 colicin E9 immunity protein
(Im9),65 and apo-calmodulin (apoCaM).66 The Protein Data
Bank (PDB)67 (http://www.rcsb.org) files used in these
simulations, with the exceptions of SFVP and apoCaM, are
identical with those listed in ref 68. The key characteristics
of the proteins are summarized in Table 1. In addition to
these complete proteins, an R-helix and a �-hairpin, both 16
residues in length, were also simulated; the structure of the
former was taken from the first helix of λ-repressor, the latter
from strands 6 and 7 of IFABP.

The Protein Model. The structural and energetic model
used for the proteins in all simulations is a Goj-like model,37

implemented in essentially the same manner as described
by Clementi, Onuchic, and others.8,39,40,42 The all-atom
structures of the proteins were reduced to simpler ‘bead-
spring’ models and simulated at two different levels of detail.
The first of these, which we refer to in the text by the
shorthand expression ‘CR’, represents each amino acid
residue with a single bead, or pseudoatom, placed at the
position of the CR atom. The second, finer level of detail,
which we refer to by the abbreviation ‘SC’ (for Side Chain)
represents residues again with a CR pseudoatom but supple-
mented by additional (up to three) pseudoatoms to model
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the side chains. Full details of the latter model, which is
conceptually similar to others previously presented in the
literature,70,71 are given in the Supporting Information. The
total numbers of pseudoatoms that were used to represent
each protein are listed in columns five and six of Table 1
for the CR and SC descriptions, respectively.

Following the Goj model approach, the interactions be-
tween all nonbonded pairs of pseudoatoms were assigned
one of two energy functions. Pseudoatom pairs that formed
a close contact in a protein’s native state structure were
assigned a favorable Lennard-Jones-type energy function in
order to provide them with an energetic reward for forming
such a contact during the simulations; pairs were considered
to form a native contact if any of their constituent non-
hydrogen atoms were within 5.5 Å of each other in the native
state structure.39 Following others,8,39,40,42 the form of this
energy function was chosen to be

Eij
native ) ε[5(σij⁄rij)

12- 6(σij⁄rij)
10] (1)

where ε is the energy well depth of the Lennard-Jones
potential, rij is the distance between pseudoatoms i and j in
the simulations, and σij is the distance between the two
pseudoatoms in the native state structure. For simulations
of proteins in their folded states and for simulations of folding
events, ε values of 0.60 and 0.25 kcal/mol were used for the
CR and SC models, respectively; the former value was
obtained from our previous work matching the experimental
folding free energy of CI2 at 25 °C,42 the latter value was
obtained here by performing similar 100 µs-length simula-
tionssand using histogram techniques72,73sto reproduce the
folding free energy of protein L.74 For simulations of proteins
in unfolded states, a much smaller ε value of 0.05 kcal/mol
was used for both CR and SC models. Pseudoatom pairs
separated by four or more bonds that do not form a close
contact in the native state structure were assigned a purely
repulsive potential

Eij
non-native ) ε(σ⁄rij)

12 (2)

with σ in this case being a constant value (4 Å) and ε being
assigned the value of 0.60 kcal/mol.

For bonding interactions between the pseudoatoms, stan-
dard molecular mechanics terms were used,43 with the total
bonded energy of the protein being written

Ebonded ) ∑
bonds

Kr(r-r0)
2 + ∑

angles

Kθ(θ-θ0)
2 +

∑
dihedrals

K�
(n)[1-cos(n(�-�n))] (3)

where r, θ, and � are (pseudo)bond lengths, angles and
dihedrals, respectively, and r0 and θ0 are the corresponding
native state bond lengths and angles; �1 and �3 are phase
angles which define the energy maxima of the dihedral
angles. Following others,8,39,40,42 the bond and angle force
constants Kr and Kθ were set to 100 kcal/mol/Å and 20 kcal/
mol/rad, respectively. For folding simulations, the force
constants for the two dihedral rotations K�

(1) and K�
(3) were

set to 0.50 and 0.25 kcal/mol, respectively (for CR models),
and to 0.41 and 0.21 kcal/mol, respectively (for SC models).
These values were chosen in order to maintain an appropriate
balance between the nonlocal and local driving forces for
folding, since this balance has been shown to affect the
cooperativity of folding equilibria simulated with Goj
models.8,42,75 For unfolded state simulations with both
models, K�

(1) and K�
(3) were set to weaker values of 0.10

and 0.05 kcal/mol, respectively.
The Simulation Algorithm. The time-dependent confor-

mational behavior of the proteins was simulated using the
Brownian dynamics (BD) algorithm of Ermak and McCam-
mon45

ri(t+∆t)) ri(t)+∑
j

DijFj∆t ⁄ kBT+Ri (4)

where ri(t) is the position vector of the ith pseudoatom at
time t; ∆t is the simulation time step, Dij is the i,jth 3 × 3
submatrix of the diffusion tensor D (a 3N × 3N matrix,
where N is the number of pseudoatoms in the simulated
system); Fj is the total force acting on the jth pseudoatom;
and Ri is a random displacement applied to the ith pseudoa-
tom (see below); kB is Boltzmann’s constant, and T is the
temperature in Kelvin.

The diffusion tensor is perhaps best thought of as a N ×
N supermatrix of 3 × 3 matrices, with each individual 3 ×
3 submatrix describing the coupling between the x, y, and z
components of motion for a pair of pseudoatoms i and j.
For simulations that do not include hydrodynamic interac-
tions (also known in the literature as the ‘free draining’
approximation44), the only nonzero elements in the entire
diffusion tensor are to be found along the diagonals of the 3
× 3 submatrices for those cases where pseudoatom i ) j; as
is usual,45 these diagonal elements were calculated from the
Stokes-Einstein relation Dii ) kBT/6πηsa where ηs is the
viscosity of the solvent (for water, ηs ) 0.89 cP at 25 °C),
and a is the hydrodynamic radius of the pseudoatom. For
all simulations, the hydrodynamic radii assigned to pseudoa-
toms were 5.3 Å and 3.5 Å for the CR and SC models,
respectively (see the next section for the derivation of these
values). For simulations that include hydrodynamic interac-
tions, the elements of the 3 × 3 matrices for interactions
between pseudoatoms i and j (i * j) are nonzero, which has
the result that the displacement of a pseudoatom i is directly
affected by the forces acting on a pseudoatom j to which it
is hydrodynamically coupled (see eq 4). In the present work
the elements of the Dij submatrices were computed using

Table 1. Details of the Proteins Studied

protein PDB fold type
number of
domain(s)

number of
CR atoms

number of
SC atoms

R-helix R-helix 16
�-hairpin �-sheet 16
protein G 1PGA mixed one 56 141
protein La 1HZ6 mixed one 64 160
CI2 2CI2 mixed one 65 165
barnaseb 1BNI mixed two 108 269
fyn-SH3 1SHF �-sheet one 59 151
CSPB 1CSP �-sheet one 67 165
IFABP 1IFC �-sheet one 131 335
SFVP 1VCP �-sheet two 149 358
λ-repressorc 1LMB R-helix one 80 202
Im9d 1IMQ R-helix one 86 216
apo-CaMd 1CFD R-helix two 148 380

a Y47W mutant. b Added missing side chain atoms to Lys19,
Glu60, Lys62, and Gln104 using WHATIF.69 c Residues 6-85.
d Averaged NMR structure.
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equations due to Rotne and Prager76 and Yamakawa.77 The
complete set of equations used to compute D is therefore

Dii ) (kBT ⁄ 6πηsa)I (5a)

Dij ) (kBT ⁄ 8πηs){(1 ⁄ rij)[(1+ 2a2 ⁄ 3rij
2)I+

(1- 2a2 ⁄ rij
2)(rijrij ⁄ rij

2)]}for rijg 2a (5b)

Dij ) (kBT ⁄ 8πηs){(1 ⁄ rij)[(rij ⁄ 2a)(8 ⁄ 3- 3rij ⁄ 4a)I+

(rij ⁄ 4a)(rijrij ⁄ rij
2)]}for rij < 2a (5c)

where I is a unit 3 × 3 matrix (1 for all diagonal elements;
0 for all nondiagonal elements), rij is the distance between
pseudoatoms i and j, and rij is the vector connecting them.

The fluctuation-dissipation theorem ensures that correct
Boltzmann sampling is obtained by specifying a relationship
between the diffusion tensor and the statistical properties
required of the random displacements applied to the pseudoa-
toms. Formally these requirements can be written as

〈Ri ·Rj 〉 ) 6Dij∆t and 〈Ri 〉 ) 0 (6)

When hydrodynamic interactions are modeled, the 3N vector
of correlated random displacements is obtained by multiply-
ing a 3N vector of uncorrelated random numbers (with zero
mean and unit variance) by the ‘square root’ matrix S, which
is generated from a factorization of the matrix D, such
that45,78

D)∑
l

SilSjl (7)

Thus the coupling of motion of pseudoatoms i and j specified
in the diffusion tensor appears also in the random displace-
ments. In the present study, factorization of the matrix D
was achieved by performing a (computationally expensive)
Cholesky decomposition.78-80

Software for conducting all BD simulations was written
in-house;42 FORTRAN code implementing the Rotne-Prager-
Yamakawa diffusion tensor calculation and the Cholesky
decomposition was obtained from routines written by Allen
and Tildesley.43

Simulation Details. For all eleven proteins studied,
separate BD simulations were performed to investigate the
effects of hydrodynamic interactions (HI) on the simulated
diffusional properties of the proteins in their folded and
unfolded states using both CR and SC models. Additional
studies were performed to investigate the effects of hydro-
dynamic interactions on folding pathways and rates using
CR models of all eleven proteins and SC models of three
representative proteins, protein L, CSPB, and λ-repressor.
In all simulations that started from the unfolded state, initial
conformations were generated by randomly assigning dihe-
dral angles such that no steric clashes were introduced.

For simulations aimed at measuring diffusive character-
istics, we found that the computed translational and rotational
diffusion coefficients obtained from the BD simulations were
essentially insensitive to the choice of time step (see the
Supporting Information); because of this, timesteps of 40
and 20 fs were used for HI and non-HI simulations,
respectively. For simulations aimed at investigating the actual
folding behavior of proteins more care was found to be

needed in the choice of simulation timesteps, especially in
the case of simulations performed with the more detailed
SC model, since simulations that included HI typically
produced slightly lower energies (i.e., more stable trajecto-
ries) for a given time step than did non-HI simulations. The
origins of this effect almost certainly lie in the fact that HI
promote correlated motions for closely separated pseudoa-
toms and therefore tend to suppress abrupt changes in
bonding and short-range steric interactions that would
otherwise occur in corresponding non-HI simulations. This
becomes an issue because the simulated folding rates of
proteins are often strongly dependent on their thermodynamic
stability, so artifactual differences between a protein’s
stability in the presence and absence of HI due to a poor
choice of timesteps could cause misleading differences in
their observed rates of folding. (It is worth noting that a
similar dependence of experimental folding rates on ther-
modynamic stability is also observed.74,81,82) To circumvent
this issue, exploratory native-state simulations were per-
formed for all eleven proteins using a range of timesteps,
and a combination of timesteps that resulted in equivalent
internal energies with and without HI were then selected;
the timesteps chosen for HI and non-HI simulations ranged
from 20 to 100 and from 10 to 100 fs, respectively. Full
details of this procedure, showing the time step dependence
of the proteins’ simulated energies, are provided in the
Supporting Information.

In addition to finding that simulations with and without
HI differed significantly in terms of their robustness to
changing the timestep, we also found that they responded
very differently to the inclusion of bond constraints. In order
to allow longer timesteps in molecular dynamics (MD) and
BD simulations it is common to constrain bonds to their
equilibrium distances via application of an iterative constraint
algorithm such as SHAKE83 or LINCS.84 In the present
study, we used LINCS to constrain all pseudobonds in the
non-HI simulations: in our hands this typically allowed us
to increase the time step by a factor of 4. When included in
HI simulations however, LINCS caused severe problems:
in particular, it caused significantsand systematicsdifferences
in the pseudobond angle energies that could not be resolved
by choosing a different time step. To our knowledge this
effect has not been directly reported in the literature, although
the use of HI with the SHAKE constraint algorithm has been
previously reported to affect transport coefficients85 and the
thermodynamics of �-hairpin folding.22 Conceptually, the
effect almost certainly originates from the juxtaposition of
an algorithmic ‘step’ that promotes correlated displacements
of bonded atoms (the inclusion of HI) with one that promotes
anticorrelated displacements (the imposition of bond con-
straints: adjusting the positions of atoms to reach an
equilibrium separation distance must either involve them
being moved toward or away from each other, both of which
are anticorrelated motions). Because of this problem, all
simulations that included HI were performed without bond
constraints; instead, pseudobond lengths were continually
monitored during the simulations, and, if deviating by more
than 0.4 Å from their equilibrium values, the simulation was
backtracked by ∼10 ps and restarted (see the Supporting
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Information for details). Results from control simulations that
folded model proteins without HI and without using LINCS
were compared to those from the two models used here (with
HI, without bond constraints, and without HI, but with bond
constraints). The difference in the treatment of pseudobonds
between the two models had no significant effect on the
folding results reported here.

In all simulations, a conventional neighbor list43 was used
to facilitate rapid calculation of nonbonded interactions
between pseudoatoms; this list was recalculated every 200
fs. Pseudoatom pairs that did not form a contact in the native
state structure were added to this list if their separation
distance was 8 Å or less; pairs that did form a native contact
were added to the list if their separation distance was within
9 Å of their distance in the native state structure. For
simulations in which HI were included, the elements of the
diffusion tensor and its Cholesky decomposition were
recalculated every 1 ps; exploratory simulations indicated
that updating the diffusion tensor at every time step made
essentially no difference to the simulation observables (see
the Supporting Information).

Determination of ‘Experimental’ Diffusion Coefficients.
Since experimental estimates of protein translational and
rotational diffusion coefficients can vary significantly be-
tween groups and (especially) depending on the experimental
technique employed,86,87 we chose to estimate the diffusional
properties for the eleven proteins using a single method, the
hydrodynamics program HYDROPRO;88,89 in previous studies
the diffusion coefficients calculated with this method have
been shown to be within 2 and 6% of the experimental values
for translation and rotation, respectively. All ‘experimental’
diffusion coefficients referred to in this study are therefore
computed values obtained by applying HYDROPRO to the all-
atom PDB files of the eleven proteins (Table 1); in all of
these calculations the recommended default hydrodynamic
radius of 3.2 Å was applied to all atoms.89 In addition to
being used to compute ‘gold-standard’ ‘experimental’ dif-
fusion coefficients for native state structures, HYDROPRO was
also used to compute diffusion coefficients for unfolded state
structures of each protein. These estimates were obtained
by randomly selecting 5 snapshots each from HI and non-
HI simulations of the unfolded CR model and submitting
the 10 selected snapshots to HYDROPRO with a hydrodynamic
radius of 5.3 Å assigned to each pseudoatom (see below for
the derivation of this value).

For actual BD simulations of the folding and diffusion of
the proteins, the pseudoatoms’ hydrodynamic radii used in
eqs 5a-5c were determined in the following way. The CR
structural models of all eleven proteins were each submitted
to HYDROPRO with a range of values assigned to the
hydrodynamic radius of the CR pseudoatom; the translational
diffusion coefficients computed by HYDROPRO using these
pseudoatomic models were then compared with those
computed with the fully atomic models, and the hydrody-
namic radius producing the best overall agreement was
selected (note therefore that we use the same hydrodynamic
radius for all residue types): the best agreement was obtained
with a hydrodynamic radius of 5.3 Å (see above). Repeating
the entire procedure for the SC model, an optimal hydro-

dynamic radius was found to be 3.5 Å (see the Supporting
Information for further details).

Calculation of Diffusion Coefficients from BD
Simulations. For all proteins studied, translational diffusion
coefficients were calculated as an average from 10 indepen-
dent BD simulations, each conducted for a production length
of 100 ns following a brief (100 ps) equilibration period.
From each trajectory the translational diffusion coefficient,
Dtrans, was computed using the Einstein formula43

Dtrans ) 〈R2 〉 ⁄ 6δt (8)

where 〈R2〉 is the mean-squared distance traveled by the
protein’s center of geometry in a time interval δt. All of the
computed values reported in Results were obtained with δt
) 100 ps, but the results were insensitive to the exact choice
of δt (see the Supporting Information).

Rotational diffusion coefficients for folded proteins were
also calculated as averages from 10 independent simulations,
but longer simulations were required in order to obtain robust
estimates: the production length of all such simulations was
500 ns. Rotational motion was quantified by computing time-
autocorrelation functions for vectors pointing along the
principal axes of the proteins’ moments of inertia; these three
axes were approximated by vectors connecting the two
pseudoatoms closest to the principal axes of the native state
structure. The three autocorrelation functions were averaged,
and the first 20 ns of the averaged function were fit to a
single exponential (additional exponentials were found to be
unnecessary); the time constant for this decay gives the
rotational relaxation time τrot, from which the rotational
diffusion coefficient Drot, can be calculated as Drot )
1/(2τrot).

90

In addition to calculating conventional translational and
rotational diffusion coefficients for entire proteins, an ‘ef-
fective’ diffusion coefficient was also defined as a way of
quantifying the relatiVe diffusion of pseudoatom pairs as a
function of their sequence-separation (see Results). This was
achieved by analyzing ten 100 ns BD trajectories of a 108-
residue peptide chain simulated (at a CR level of detail) with
only non-native nonbonded interactions and with all dihedral
angle potentials set to zero. The effective diffusion coef-
ficient, Deff, for the relative motion of two pseudoatoms was
determined by applying the one-dimensional Einstein formula
to the mean-squared change in the separation distance of
the two pseudoatoms over the time-interval, δt ) 100 ps.
Effective diffusion coefficients defined in this way were
computed separately for pseudoatom pairs separated by 2,
4, 6, 8 residues etc. with the two pseudoatoms of each pair
being symmetrically located either side of the center of the
peptide chain. These calculations were carried out for
simulations performed both with and without hydrodynamic
interactions.

Folding Simulations. In order to assess the potential
impact of HI on the folding kinetics of the proteins, 100
independent folding simulations were performed for all 11
proteins at a CR level of detail and for three proteins (protein
L, CSPB, and λ-repressor) at the SC level of detail; each
folding simulation started from a different initial conforma-
tion generated by randomly assigning dihedral angles such
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that no steric interactions were included. The extent of
folding during the simulations was quantified during the
simulations with the conventional structural parameter
‘Q’,8,39 defined as the number of native contacts present in
the current conformation divided by the number of such
contacts formed in the fully folded protein. Again, following
the approach outlined by Clementi and others, a native
contact was considered to have formed when the two
pseudoatoms of the contact pair came within a distance 1.2σij

where σij is their separation distance in the native state
structure. Proteins were considered folded when Q reached
0.90 as this approximately reflected the mean Q obtained in
simulations of the folded state. Following Koga and Taka-
da,39 rates of folding were calculated as the inverse of the
mean folding time.

In addition to following the folding of the protein, the rate
at which the initially unfolded protein adopted a collapsed
conformation was computed by monitoring the change in
the radius of gyration (Rg) versus time. The time required
for Rg to drop below 115% of its native state value was
considered its ‘collapse’ time; the remainder of the time
required to fold (i.e., to reach Q ) 0.90) was considered the
protein’s ‘search’ time. Rates for these two events were
calculated in the same manner as the overall folding rate.
Finally, to assess any potential connection between folding
rates, hydrodynamic interactions, and the relative preponder-
ance of local and nonlocal contacts in the proteins, absolute
‘contact order’ values68,91 for all eleven proteins were
obtained, either directly from the literature68 or as described
therein using the program found at the Baker group’s Web
site (http://depts.washington.edu/bakerpg/).

Simplified Descriptions of Folding Pathways. A simpli-
fied description of the folding pathways exhibited by the
proteins was obtained by monitoring the order of formation
of key structural elements, with the latter being defined here
not only as the conventional helices and sheets (identified
using DSSP92) but also as pairs of contacting elements of
secondary structure (i.e., helix-helix, helix-strand, and strand-
strand contacts). The folding statuses of those elements
possessing at least five inter-residue contacts were monitored
during the simulations using a local folding coordinate,
Qelement, defined for each element, and analogous with the
overall ‘Q’ value defined for the entire protein (see above).

A structural element was considered folded when its Qelement

reached 0.80, at which time its rank order in the folding
pathway for that particular simulated trajectory was assigned.
The mean rank order assigned to each structural element was
calculated from the 100 folding trajectories and used to
produce a simple vector (containing M dimensions, where
M is the number of structural elements monitored during
the simulations) that provides a shorthand description of the
protein’s folding pathway. The similarity between the folding
pathways obtained from simulations performed with and
without HI was then determined from the correlation
coefficient of the two folding pathway vectors.

Results

Translational and Rotational Diffusion Coefficients.
The computed translational diffusion coefficients of folded
proteins obtained from BD simulations, both with and
without the inclusion of hydrodynamic interactions (HI), are
plotted against the corresponding ‘experimental’ estimates
(see Methods) in Figure 1; in (a) are shown the results
obtained with a model that treats proteins at a CR level of
representation; in (b) are shown the results obtained with a
model that includes additional pseudoatoms to account for
side chains (SC). With both models it can be seen that the
BD simulations that include HI (open circles) reproduce the
‘experimental’ values very well, while the simulations that
omit HI (filled circles) produce values that drastically
underestimate the expected values. In fact, with the CR
model, the translational diffusion coefficients are underes-
timated on average by a factor of ∼23, whereas with the
more detailed SC model, they are underestimated by a factor
of ∼39. Also displayed in Figure 1 (and subsequent figures)
are the r2 values obtained from linear regressions in which
an intercept of zero was enforced. Since the translational
diffusion coefficients scale inversely with the overall sizes
of the proteins, the much poorer quality regression fits
obtained from the non-HI simulations indicates that, in
addition to underestimating the absolute values of the
diffusion coefficients, they also are significantly less able to
capture the size-dependence of translational diffusion than
are the simulations that include HI.

The above results refer to BD simulations of the proteins
performed with parameters in which the native state struc-

Figure 1. Simulation-derived translational diffusion coefficients of folded proteins plotted against the corresponding ‘experimental’
values (see Methods for the derivation of these experimental values): (a) CR model proteins and (b) side chain (SC) model
proteins.
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tures are energetically favored. A qualitatively identical
picture emerges however when we conduct similar com-
parisons using BD simulations in which the proteins adopt
only unfolded conformations (see Methods): the HI simula-
tions again produce translational diffusion coefficient esti-
mates that match closely with the expected values, while
the non-HI simulations again dramatically underestimate
them (Figure 2). Interestingly however, the magnitude of the
underestimation with non-HI simulations is less than that
obtained from folded state simulations: the CR and SC
models now underestimate the ‘experimental’ values by
factors of ∼17 and ∼27, respectively. In addition, the quality
of the regression fits for the non-HI simulation data are
noticeably improved over those shown in Figure 1. It appears
therefore that the omission of HI from simulations of
unfolded conformations, while still being catastrophic for
the simulations’ ability to produce quantitatively accurate
diffusion coefficients, at least does not completely destroy
their ability to capture the diffusion coefficient’s dependence
on protein size.

The results shown up to this point have shown that the
inclusion of HI in BD simulations of model proteins leads
to much better descriptions of their translational diffusional
behavior, regardless of whether such proteins are simulated
in their folded or unfolded states. This conclusion is amplified
when we consider the ratio of the translational diffusion
coefficients for the folded and unfolded states of the proteins.
Experimentally it is well-known that the folding of proteins
into their globular conformations leads to significant increases
in their translational diffusion coefficients.93-98 This can be
seen from Table 2 where we collate results from six
published experimental studies in which the folded and
unfolded state diffusion coefficients have been simulta-
neously reported for proteins of similar sizes to those studied
here: the ratios of the folded to unfolded state diffusion
coefficients from these studies range from 1.36 to 1.75. This
behavior is conspicuously not reproduced by the BD simula-
tions in which HI are neglected: the computed ratio for non-
HI simulations is 1.00 ((0.01) for both the CR and SC
models. The HI simulations on the other hand capture the
experimental trend quite well: for the CR and SC models,
respective ratios of 1.38 ( 0.08 and 1.47 ( 0.11 are obtained,
indicating that the accelerated diffusion that results from

folding can be successfully modeled by implicit-solvent
simulations as long as HI are included.

Very similar trends are observed when the rotational
diffusion coefficients of the proteins are examined. Figure 3
compares the computed rotational diffusion coefficients of
the folded states of the proteins calculated from simulations,
both with and without HI, with the corresponding ‘experi-
mental’ estimates. Again, the values computed from the
simulations with HI match very closely with the experimental
estimates while those computed from simulations without
HI significantly underestimate them; and again, the quality
of the linear regression fits are higher for the simulations
that include HI, indicating that they more faithfully reproduce
the protein size-dependence of the diffusion coefficients.
Interestingly however, the magnitude of the error in the non-
HI simulations’ rotational diffusion coefficients is signifi-
cantly lower than the error obtained with the translational
diffusion coefficients (e.g., compare the slopes of Figure 1a
and Figure 3a). This difference suggests that the non-HI
simulations are also likely to produce significant errors in
the relatiVe magnitudes of the translational and rotational

Figure 2. Simulation-derived translational diffusion coefficients of unfolded proteins plotted against the corresponding
‘experimental’ values: (a) CR model proteins and (b) SC model proteins.

Table 2. Ratios of Translational Diffusion Coefficients of
Folded and Unfolded States Computed from Simulation
and Measured Experimentally

protein CR w/HI CR w/o HI SC w/HI SC w/o HI expt

protein G 1.33 1.01 1.38 1.01
protein L 1.32 1.02 1.42 0.99
CI2 1.32 1.01 1.38 1.00
barnase 1.41 1.00 1.55 1.00
fyn-SH3 1.33 1.00 1.39 1.00
CSPB 1.42 1.01 1.41 1.00
IFABP 1.50 0.99 1.71 1.01
SFVP 1.54 1.01 1.64 1.01
λ-repressor 1.33 1.00 1.45 1.01
Im9 1.35 1.01 1.40 1.00
apo-CaM 1.36 0.99 1.41 1.01
BPTIa 1.36
CTL9b 1.72
RNase Ac 1.65
lysozymed 1.69
spc-SH3e 1.32
IFABPf 1.75

a Reference 94. Reduced disulfide bonds in unfolded state.
b Reference 98. c Reference 93. Reduced disulfide bonds in
unfolded state. d Reference 95. Reduced disulfide bonds in
unfolded state. e Reference 97. f Reference 96. With Alexa bound
at V60.
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diffusion coefficients, i.e. in the ratio of these two diffusion
coefficients. This indeed appears to be the case: the average
translational-to-rotational diffusion coefficient ratio for the
11 proteins obtained from the HYDROPRO calculations is 0.47
( 0.14 × 103 Å2, and while the corresponding ratios obtained
with HI for the CR and SC models are 0.43 ( 0.09 and
0.46 ( 0.15 × 103 Å2, respectively, the ratios obtained
without HI for the two models are 0.09 ( 0.03 and 0.11 (
0.03 × 103 Å2, respectively.

The results reported up to this point provide a strong
indication that simulations that include HI are much better
able to capture all of the investigated aspects of proteins’
diffusional behavior than are simulations that neglect HI. As
noted in the Discussion, a significant drawback with the HI
calculations is their very considerable computational expense;
it is therefore worth considering whether simulations that
neglect HI (and which have the advantage that they are much
faster to compute) could be optimized in some way to better
reproduce the experimental behavior. The significant under-
estimation of both translational and rotational diffusion
coefficients suggests that better results might be obtained if
an artificially reduced hydrodynamic radius was assigned to
the pseudoatoms in non-HI simulations. In fact, a series of
simulations using the CR model of the proteins show that a
hydrodynamic radius of 0.2 Å can give a reasonably good
reproduction of the translational diffusion coefficients (Figure

4a) in the sense that the slope of the linear regression of
simulation-derived diffusion coefficients with experimental
estimates is now much closer to 1 than is obtained with a
more ‘reasonable’ hydrodynamic radius. Unfortunately, two
observations significantly undercut this otherwise promising
result. First, the protein size-dependence of the translational
diffusion coefficients is poorly reproduced: the translational
diffusion coefficients of the smaller proteins (top right of
Figure 4a) are consistently overestimated (by up to 35%),
while those of the larger proteins (bottom left of the figure)
are consistently underestimated (by as much as 30%).
Second, the rotational diffusion coefficients of the proteins
obtained from the same simulations are overestimated by a
factor of ∼6 (see Figure 4b). These results therefore suggest
that a simultaneous reproduction of all of the diffusional
properties of a protein in an implicit-solvent model that does
not include any modeling of HI will not be possible, even if
the hydrodynamic radius of the pseudoatoms is treated as
an adjustable parameter.

Folding Simulations. A potential consequence of the
diffusional studies presented thus far is that the simulated
rates of folding of the same model proteins might also be
significantly affected by the inclusion of HI. To address this
issue folding rates have been computed for the proteins (both
with and without HI) by measuring the time taken to adopt

Figure 3. Simulation-derived rotational diffusion coefficients of folded proteins plotted against the corresponding ‘experimental’
values: (a) CR model proteins and (b) SC model proteins.

Figure 4. Simulation-derived translational and rotational diffusion coefficients of folded proteins plotted against the corresponding
‘experimental’ values. All simulations used a CR model, with a hydrodynamic radius of 0.2 Å assigned to all pseudoatoms and
neglected hydrodynamic interactions between pseudoatoms: (a) translational diffusion coefficients and (b) rotational diffusion
coefficients.
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the native conformation in series of 100 independent simula-
tions that start from randomly constructed unfolded confor-
mations; this procedure has been carried out for all 11
proteins with the CR representation and three of the proteins
with the SC representation (owing to the significant com-
putational expense of the latter simulations). For comparison
purposes, similar simulations have also been run for the
folding of a 16-residue R-helix and a 16-residue �-hairpin.
The results of all these studies are compiled in Table 3in
the form of ratios of the folding rate computed with HI to
the rate computed without HI. For all proteins studied, the
inclusion of HI causes a significant increase in the computed
rate of folding: for the 11 CR models investigated the average
ratio is 1.73 ( 0.30; for the three SC models studied, the
average ratio is 3.07 ( 0.64, indicating that the acceleration
of the folding rate is significantly greater when the more
structurally detailed SC model is used.

The effects of HI on the folding rates can be explored in
greater detail by examining separately their effect on first,
the initial transition from an extended, unfolded conformation
to a compact, collapsed conformation, and second, the
transition from this collapsed state to the final, native state
(see Methods). As might be expected given the large effects
of HI on proteins’ diffusional characteristics, the primary
effect of HI on folding rates is, for the most part, exerted in
the initial collapse phase: for the eleven CR model proteins,
the ratio of the ‘collapse’ rates with and without HI is 2.44
( 0.75, while the ratio of the ‘search’ rates with and without
HI is 1.34 ( 0.20 (see Table 4). This qualitative picture is
preserved for the three SC model proteins that we have
studied, although the large error bars for the search ratio of
CSPB prevent very firm conclusions being drawn.

The increased folding rates that result from the inclusion
of HI when complete proteins are considered is in marked
contrast to what is observed when the folding rates of the
individual secondary structure elements are measured: for
both the R-helix and the �-hairpin the inclusion of HI causes
a very significant decrease in folding rate (Table 3). In both
the R-helix and the �-hairpin the inter-residue contacts that
are formed are, by construction, local since both of them
are only 16 residues long; in proteins of course, the inter-

residue contacts formed in the native state are of both local
and nonlocal origins.91 One potential explanation for the
difference between the two sets of results therefore is that
the inclusion of HI accelerates the formation of nonlocal
interactions while decelerating the formation of local interac-
tions. This idea has been investigated by analyzing the
folding trajectories in more detail: specifically, the time taken
for structural elements to fold and associate has been
measured and correlated with the number of residues that
separate the members of the elements along the polypeptide
chain (see Methods). The combined results of such an
analysis carried out on all 11 CR model proteins are
illustrated by the closed symbols in Figure 5a where the
relative rates of association of the pairs of structure elements
obtained with and without HI are plotted along the y-axis.
Clearly, the plot matches the expectation expressed above:
the inclusion of HI decreases somewhat the rate at which
closely spaced structure elements come into contact with each
other but increases the rate at which more widely spaced
structure elements associate.

Since the association rates of structure elements in the
model proteins are likely to be influenced by the folding
status of intervening structural elements, it is worth consider-
ing whether a more direct connection between the association
rates of structural elements and the diffusional properties of
the polypeptide chain can be obtained. This has been done
by performing additional BD simulations of a 108-residue
CR-only peptide chain in which no favorable native interac-
tions operate (i.e., one in which the only forces that operate
are those acting on pseudobonds and pseudoangles and those
acting to prevent steric overlap). From these simulations, an
effective translational diffusion coefficient has been defined
for each residue pair by applying the one-dimensional
Einstein equation (see Methods) to the variation of the inter-
residue distance. The ratio of the effective inter-residue
diffusion coefficients, Deff, obtained with and without HI is
plotted as the open symbols in Figure 5a, from which it can
be seen that it matches very well with the ratio of association
rates for the structure elements.

The finding that the association and folding of nonlocal
structural elements is accelerated more by HI than is the
association and folding of more local elements would lead
one to expect that the proteins for which nonlocal contacts
predominate should exhibit the greatest relative increase in
folding rate when HI are included. The average sequence
locality of native contacts in proteins can be conveniently

Table 3. Ratios of the Folding Rates Obtained with HI
Included to the Folding Rates Obtained without HI
Includeda

protein CR SC

R-helix 0.28 ( 0.04
�-hairpin 0.73 ( 0.05
protein G 1.84 ( 0.25
protein L 1.72 ( 0.40 3.15 ( 0.18
CI2 1.36 ( 0.38
barnase 2.13 ( 0.28
fyn-SH3 1.24 ( 0.17
CSPB 1.52 ( 0.27 2.38 ( 0.60
IFABP 2.29 ( 0.39
SFVP 1.86 ( 0.31
λ-repressor 1.65 ( 0.25 3.66 ( 0.32
Im9 1.69 ( 0.11
apo-CaM 1.70 ( 0.27

a Folding rates are computed from the reciprocal of the mean
folding time of 100 independent folding trajectories for each
protein.

Table 4. Ratios of the ‘Collapse’ and ‘Search’ Rates
Obtained with HI to the Rates Obtained without HI

protein collapse CR collapse SC search CR search SC

protein G 2.35 ( 0.38 1.73 ( 0.29
protein L 1.96 ( 0.27 3.38 ( 0.24 1.30 ( 0.32 0.86 ( 0.51
CI2 2.05 ( 0.21 1.20 ( 0.35
barnase 2.79 ( 0.17 1.47 ( 0.47
fyn-SH3 1.37 ( 0.23 1.13 ( 0.18
CSPB 1.89 ( 0.18 2.35 ( 0.64 1.19 ( 0.47 2.41 ( 3.26
IFABP 2.98 ( 0.44 1.46 ( 0.44
SFVP 2.42 ( 0.38 1.20 ( 0.55
λ-repressor 2.25 ( 0.78 3.81 ( 0.34 1.59 ( 0.11 1.37 ( 0.63
Im9 2.49 ( 0.34 1.09 ( 0.20
apo-CaM 4.28 ( 0.70 1.39 ( 0.27
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represented by the ‘absolute contact order’ measure,68 and
when plotting the ratio of the folding rates obtained with
and without HI against this measure (Figure 5b), we do
indeed find that the relative folding rates tend to increase as
the prevalence of nonlocal contacts increases. The relation-
ship is especially strong for �-sheet proteins, for which our
sample of proteins covers a quite broad range of contact order
values, but is unconvincing for the purely R-helical proteins
unless the lone R-helix is included in the correlation; this
may simply reflect the fact that the range of contact orders
of the chosen R-helical proteins is comparatively narrow.

A final issue to note comes from comparing the folding
behaviors of the three proteins for which simulations were
carried out with both CR and SC models. The same tendency
that is observed with CR models for nonlocal interactions
to be more accelerated by the inclusion of HI is also seen
with the SC models; in fact, a straightforward linear
relationship is observed between the HI-induced accelerations
of structural element association obtained with the two
models (Figure 6). Interestingly, the slope of the linear
regression for this plot is 1.68, which matches closely (as

expected) with the ratio of HI-induced accelerations of
folding obtained with the two models (3.07/1.73 ) 1.77).

Finally, we have performed a simple comparison of the
folding pathways in the presence and absence of HI by
correlating the average rank-order in which the structural
elements of each protein formed over 100 folding trajectories
(see Methods). Perhaps surprisingly, despite HI’s effect of
increasing the relative rates of formation of elements with
increasing separation along the peptide chain, the average
rank-order in which the elements formed was essentially
unaffected: for each of the eleven proteins, the correlation
coefficient of the rank-orders obtained with and without HI
was at least 0.98 (details shown in the Supporting Informa-
tion.)

Discussion

Although the modeling of protein folding events has been
the subject of a very large number of simulation studies (for
reviews, see refs 1-3), very few have considered in detail
the diffusional characteristics of the polypeptide chain.21,22

The present study has investigated the simulated diffusional
properties of 11 proteins and has found that the inclusion of
hydrodynamic interactions (HI) between the pseudoatoms
of the modeled proteins plays a critical role in allowing these
properties to be correctly reproduced. Specifically, the results
have indicated that the inclusion of HI dramatically improves
the modeling of (a) the translational diffusion coefficient of
a flexible protein model, (b) the change in the translational
diffusion coefficient that accompanies folding, (c) the
rotational diffusion coefficient of a flexible protein model,
(d) the relative magnitudes of the translational and rotational
diffusion coefficients, and (e) the protein size-dependence
of the translational and rotational diffusion coefficients. The
fact that all of these properties are correctly captured by
simulations that include HIsregardless of the level of
structural detail employed in the modelsbut are very poorly
reproduced by simulations that omit HI, argues strongly that
some kind of a HI treatment should be included in any
molecular simulation that aims to address a problem in which

Figure 5. Comparison of the relative rates of folding to relative effective diffusion and absolute contact order. (a) The relative
rates of formation of secondary structure elements are compared to the relative Deff of pseudoatoms pairs. From left to right, the
first closed symbol represents helices and is offset by one-half the average length of the helices; the remaining closed symbols
represent the average separation of pairs of secondary structure elements with separations (as measured by the number of
residues between the midpoints of each element) of 6-11, 12-25, 26-39, and 40 and more residues, respectively. (b) The
relative rates of folding of the eleven CR model proteins, the R-helix, and the �-hairpin compared to absolute contact order.

Figure 6. Ratios of the rates of formation of structure
elements calculated from simulations using the SC model
plotted against those from simulations using the CR model.
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both diffusion and folding of a protein are likely to be
important factors. In passing it is to be noted that while HI
arise naturally in simulations that involve explicit solvent,
this does not guarantee that a protein’s actual diffusional
properties will be quantitatively reproduced: in fact, a recent
explicit-solvent MD simulation study found the diffusion
coefficients of the 76-amino acid protein ubiquitin to be
sensitive to both system size (an effect originally identified
by Yeh and Hummer99) and the water model used.21

Before discussing the details and limitations of the
particular simulation model used here, it is important to
consider the reliability of the ‘experimental’ estimates for
the translational and rotational diffusion coefficients used
here. We have chosen to use HYDROPRO

88,89 as our source
of ‘gold standard’ data here on the basis that for comparing
the behavior for a number of different proteins it is important
to have reference data that are obtained under identical,
standardized conditions. Unfortunately, while there are many
experimental estimates available for the translational and
rotational diffusion coefficients of proteins, they are only very
rarely reported under the same conditions. An attempt to
correlate simulated properties with experimental data that
are all obtained under slightly different conditions, and/or
with different techniques, could be a perilous undertaking,
especially given the comparatively small differences in the
values for different proteins (e.g., the slowest and fastest
diffusing proteins in the current data set have translational
diffusion coefficients that differ only by a factor of ∼1.5).
The use of computational estimates from HYDROPRO allows
this issue of nonidentical conditions to be avoided, but, of
course, it can only be justified if the computational estimates
themselves can be considered reliable. Fortunately, from
comparisons reported by the group of Garcia de la Torre,88,89

it appears that the errors in HYDROPRO’s estimates of the
translational and rotational diffusion coefficients are very
minor (2 and 6%, respectively). Since all of the proteins
studied here are similar in size to those examined in the
previous comparisons, no special difficulties or errors are
likely to arise in the present HYDROPRO estimates.

There are, of course, a number of issues regarding the
simulations themselves that must also be addressed. The first
is the energy model used to describe inter-residue interactions
in the simulations. The ‘native-centric’ Goj model37 is
unashamedly simplified: it does not consider potential
favorable non-native interactions and, at least in most
implementations, makes no attempt to use different kinds
of energy functions to model different kinds of native
interactions (e.g., hydrophobic contacts versus salt bridges).
Despite these obvious limitations, the model appears surpris-
ingly robust in its ability to describe key aspects of protein
folding events:8,38-42 the folding rates, for example, of a
wide range of single domain proteins can be successfully
reproduced by a structural and energetic model that is
essentially identical to the one used here,40 and, perhaps
surprisingly, the same kind of model also appears able to
capture changes in stability that are caused by the truncation
of the polypeptide chain.42 For the bulk of the work that is
reported heresi.e. the exploration of the diffusional proper-
ties of simulated proteinssthe exact details of the energetic

model used in the simulations are, in any case, almost
certainly unimportant; we have for example been careful to
ascertain that the simulated diffusional properties are unaf-
fected by the choice of the energy well-depth, ε, used in the
simulations (see the Supporting Information). In fact, for
simulating the diffusional properties of the folded states of
proteins it is likely that any energetic model that retains the
proteins roughly in their native shapes (e.g., a Gaussian
network model100) could be used with similar success.

Of course, for modeling actual folding events the details
of the energetic model are likely to be more important;
however, the key point to note here is that the same energetic
and structural models have been used in the simulations that
include HI and those that neglect HI. As a consequence, the
inherent limitations of the Goj model are also likely to have
minimal impact on the central conclusion that has been
reached regarding the effects of HI on folding rates: namely,
that the inclusion of HI leads to a 2- to 3-fold acceleration
of folding, depending on the level of structural detail
employed in the model. Importantly, in the Supporting
Information we show that this acceleration is not affected
by the simulated stability of the protein: varying the energy
well-depth, ε, associated with all native contacts anywhere
within the range 0.55 to 0.65 kcal/mol causes no significant
change in the degree to which HI accelerates folding for
protein L. Although those results indicate that changing the
stability of all contacts simultaneously does not affect the
contribution of HI to the folding rate, it could be interesting
in the future to examine whether the inclusion of HI affects
the rate of formation of different kinds of contacts differently,
e.g. to see whether HI accelerates formation of favorable
electrostatic contacts more than the rate of formation of
hydrophobic contacts: given the residue separation-depen-
dence of the HI effect (Figure 5), one might imagine that it
could have a greater impact on interactions that can act over
longer distances. To investigate this issue however would
require the use of an energetic model that is somewhat more
sophisticated than the one employed here; interestingly, just
such a combined Goj + electrostatic model has already been
used recently to investigate the electrostatically accelerated
rates of flexible protein-DNA association events.101

A second issue connected with the technical details of the
simulations concerns the specific model used to describe the
hydrodynamic interactions acting between pseudoatoms. As
described in Methods, the model used is one developed
independently (as a modification of the Oseen tensor102 by
Rotne and Prager76 and Yamakawa77); while not the only
hydrodynamic model that is available (see for example the
somewhat more sophisticated models implemented in the
Stokesian dynamics methods of Brady and co-workers103),
it has been chosen here owing to the fact that it is both readily
implemented and is already comparatively widely used in
the simulation of macromolecular conformational dynamics.
The RPY model has, for example, been used (a) in BD
simulations of a flexible loop that acts as a ‘gate’ for substrate
access in the enzyme triose phosphate isomerase,104 (b) in
recent simulations of nucleosomal dynamics in which histone
tails are treated at a subresidue level,105 (c) in simulations
of the shear flow-induced unfolding of N-terminus-tethered
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ubiquitin,55 and (d) in simulations examining the effects of
HI on the folding kinetics of simple secondary structure
elements22,53 (discussed in detail below). The RPY descrip-
tion of HI therefore, while conceived many years ago, still
in some respects represents the current ‘state of the art’; this
is largely due to the fact that the significant computational
resources needed to routinely handle HI calculations in long
simulations (see below) have only recently become available.
The fact that the modeling of HI with the RPY model
apparently produces such a good description of the diffu-
sional characteristics of flexible proteins argues quite strongly
that it should find wider application in similar implicit-solvent
simulations.

The computational expense associated with the HI calcula-
tions employed here should not however be overlooked.
Although we have found that one benefit of including HI is
that it can allow larger integration timesteps to be used than
in simulations that neglect HI (though due to the need to
match internal energies for HI and non-HI simulations, we
did not always take advantage of this fact; see Methods),
this speed-up is nowhere near sufficient to completely offset
the additional computational burden involved in their com-
putation. In fact, for the largest protein studied here (apo-
calmodulin), the computational time required for a simulation
performed with HI was 5.6-fold greater than that required
for the corresponding non-HI simulation when a CR model
was used and was 40-fold greater when a SC model was
used. The preceding numbers, it should be remembered, were
obtained from simulations that updated the diffusion tensor
only every 1 ps or every ∼25 steps (see Methods); this is an
approach commonly used by others,106-108 but to ensure that
it is appropriate in the present setting, additional control
simulations were performed to show that altering the
frequency of updates of the HI tensors caused no change in
any of the simulation observables (see the Supporting
Information). Even with infrequent updates of the hydrody-
namic tensors it is clear that for much larger systems the
inclusion of HI with the current approach will result in a
huge increase in computer time; the development of very
fast HI methodssor at least methods that scale better with
system sizeswill therefore likely remain an important
pursuit.109-111

It is due to the computational expense of the simulations
that we have not carried out a more detailed study of the
effects, if any, of the inclusion of HI on the folding
mechanisms of the proteins. Ideally, it would be of interest
to identify a transition state ensemble (TSE) for each protein,
either by finding conformations with ‘Q’ values correspond-
ing to the free energy maximum on the folding free energy
landscape8,112,113 or by explicitly testing candidate conforma-
tions to ensure that they have a 50% chance of proceeding
to the folded state (the ‘Pfold’ approach).114,115 For the present
study, both methods are computationally prohibitive: the
former approach requires that we first compute the folding
free energy landscape as a function of Q, which, in our
previous study required simulations of at least 100 µs for
the small protein, CI2;42 the latter approach requires that
many independent trajectories be run for each candidate
conformation in order to obtain reasonable statistical esti-

mates of folding probabilities. Because of these issues, we
have chosen to restrict our attention to comparing the order
in which the various structural elements fold and assemble
in simulations performed with and without HI. It is perhaps
surprising that while the inclusion of HI accelerates folding
significantly in our simulations, it does not cause any obVious
change in the folding mechanism, at least insofar as it is
reflected in the order of structural element association. Given
that we find that HI exerts a stronger effect on the folding
and association of elements that are more distantly separated
in sequence space, it is not inconceivable that qualitative
changes in folding mechanisms might be found for other
proteins, especially perhaps for multidomain proteins in
which widely separated domains must assemble.

Although the present study provides a reasonably broad
comparison of the effects of including HI on protein diffusion
and folding, it should be noted that two studies prior to this
one have explored HI effects on the folding rates of simpler
model systems. The first, and most directly comparable study,
is that of Baumketner and Hiwatari22 who investigated the
effects of HI on the rates of folding of an R-helix and a
�-hairpin, each 16 residues long, using methods very similar
to those employed here. In their study, it was reported that
HI, modeled using the RPY equations, caused a 2-fold
slowing of the folding rate for the �-hairpin but caused no
change in the folding rate of the model R helix. The former
result is qualitatively similar to what we observe (Table 3);
the latter result however contrasts markedly with the 4-fold
deceleration of folding that we observe to be caused by HI.
As is often the case when comparing simulation studies, it
is not easy to determine unambiguously the reason for the
discrepancy; possible sources of the difference would appear
to be (a) differences in the studies’ energy functions, for both
bonded and nonbonded interactions, and (b) the use of the
bond constraint algorithm SHAKE in the HI simulations of
Baumketner and Hiwatari.22

The only other work that we are aware of having explored
the effects of HI on the folding of a freely diffusing protein
is a study reported by the Yeomans’ group53swhich used a
HI model quite different from that employed heresand which
examined the folding of a model R-helix and a �-hairpin,
each 19 residues in length, and the folding kinetics of the
protein CI2 (referred to as ‘2CI2’ in their paper): in all three
cases they found that HI caused a negligible change in the
folding kinetics. Again, the technical differences between
the present study and the previous work are significant: in
particular, the model used by Kikuchi et al.53 (a) models HI
with the stochastic rotation dynamics model,116 (b) assigns
no energy parameters to pseudodihedral angles of the
modeled polypeptides, and (c) uses the radius of gyration as
the reaction coordinate for monitoring folding, rather than
any more detailed measure of the formation of native
contacts. Interestingly, in the same study, Kikuchi et al.53

did find that the rate of polymer collapse was accelerated
with the inclusion of HI, which is, of course (along with
other polymer studies of the coil to globule transition50-52),
in agreement with the results presented here.

The fact that so many aspects of the diffusional behavior
of the 11 proteins are correctly captured by the present
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simulation model gives us confidence that the basic conclu-
sions of the folding studies are also correct. The key results
that we have obtainedsthat folding is accelerated by 2-3-
fold due to the inclusion of HI and that this results primarily
from the accelerated formation of long-range native contactss
are likely to be of significance in a number of areas. First,
the results may have implications for models of protein
folding that emphasize the diffusional-search aspects of the
process, such as the diffusion-collision model proposed by
Karplus and Weaver117 and successfully applied to experi-
mental folding kinetics data by Oas and co-workers.118,119

Second, the findings may be significant for very fast-folding
(or ‘downhill’ folding120) proteins, as suggested by a recent
dynamic Monte Carlo simulation where the kinetic transition
state barrier was both shifted and increased as a result of
configuration-dependent diffusion.121 Third, they are also
likely to be of importance for models and studies that attempt
to understand the diffusion-limited kinetics of loop-closure
events, an area that has already seen fruitful interplay
between experiment and simulation.122,123 Fourth, they may
be important to keep in mind when attempts are made to
directly compare folding kinetics obtained from implicit- and
explicit-solvent simulations;124 although such comparisons
are in any case likely to be severely hampered by differences
in the underlying folding free energy landscapes,125-128 the
present study emphasizes the fact that simulations that use
a non-HI implicit solvent model also differsin a hydrody-
namic, rather than an energetic sensesfrom corresponding
explicit-solvent simulations. Finally, it may turn out to be
quite important to note thatsdespite the accelerated
foldingsproteins modeled with HI diffuse 3-4 times farther
during the time it takes them to fold than do proteins modeled
without HI (see the Supporting Information). Although this
might not be a particularly important observation for model-
ing of a fundamentally intramolecular event such as single-
domain protein folding (after all, we see here no obvious
changes in the apparent folding mechanisms caused by HI
inclusion), it would seem to have rather obvious implications
for modeling the kinetics of intermolecular events such as
the coupled folding and binding of proteins101 or peptide-
and protein-aggregation processes.129 For correct modeling
of such situations therefore, the continued development of
fast methods for modeling hydrodynamic interactions might
prove to be rather important.
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Abstract: We construct a variational explicit-solute implicit-solvent model for the solvation of
molecules. Central in this model is an effective solvation free-energy functional that depends solely
on the position of solute-solvent interface and solute atoms. The total free energy couples altogether
the volume and interface energies of solutes, the solute-solvent van der Waals interactions, and
the solute-solute mechanical interactions. A curvature dependent surface tension is incorporated
through the so-called Tolman length which serves as the only fitting parameter in the model. Our
approach extends the original variational implicit-solvent model of Dzubiella, Swanson, and
McCammon [Phys. Rev. Lett. 2006, 96, 087802 and J. Chem. Phys. 2006, 124, 084905] to include
the solute molecular mechanics. We also develop a novel computational method that combines the
level-set technique with optimization algorithms to determine numerically the equilibrium conformation
of nonpolar molecules. Numerical results demonstrate that our new model and methods can capture
essential properties of nonpolar molecules and their interactions with the solvent. In particular, with
a suitable choice of the Tolman length for the curvature correction to the surface tension, we obtain
the solvation free energy for a benzene molecule in a good agreement with experimental results.

I. Introduction
The interaction of biomolecules with an aqueous environment
contributes significantly to the solvation free energy, struc-

tures, and functions of biomolecular systems. Efficient
descriptions of such interactions are often given by implicit-
solvent (or continuum-solvent) models.1,2 In such models,
the solvent molecules and ions are treated implicitly, and
their effects are coarse-grained. The effect of solvent is
described through the continuum solute-solvent interface
and related macroscopic quantities. These models are comple-
mentary to the more accurate but computationally expensive
explicit-solvent models, such as molecular dynamics simula-
tions which often provide sampled statistical information
rather than direct descriptions of thermodynamics.

Most of the existing implicit-solvent models are built upon
the concept of solvent-accessible surface (SAS) or solvent-
excluded surface (SES) which can be defined in different
ways.3-7 In these models, the solvation free energy consists
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of the surface energy which is taken to be proportional to
the area of a SAS or SES and the electrostatic free energy
determined by the Poisson-Boltzmann (PB)8-10 or General-
ized Born (GB)11-13 description. While a SAS or SES based
implicit-solvent approach has been extensively used and
successful in many cases, its accuracy and general ap-
plicability are still questionable. One of the main issues here
is the decoupling and separate descriptions of surface tension,
dispersion, and the polar part of the free energy. Moreover,
an ad hoc definition of SAS or SES can often lead to
inaccurate free-energy estimation. It is additionally well
established by now that cavitation free energies do not scale
with surface area for high curvatures,14,15 a fact of critical
importance in the implicit-solvent modeling of hydrophobic
interactions at molecular scales.16

In a recently developed Variational implicit-solvent ap-
proach, Dzubiella, Swanson, and McCammon17,18 proposed
a mean-field approximation of the free energy of an underly-
ing solvation system with an implicit solvent and fixed solute
atoms as a functional of all possible solute-solvent inter-
faces. This free-energy functional couples both the nonpolar
and polar contributions of the system. It allows for curvature
correction of the surface tension to approximate the length-
scale dependence of molecular hydration. Minimization of
the free-energy functional determines an equilibrium solute-
solvent interface and the minimum free energy of the
solvation system. This stable, solute-solvent interface is an
output of the theory. It results automatically from balancing
the different contributions of the free energy.

Cheng, Dzubiella, McCammon, and Li19 first developed
a leVel-set method for numerically capturing arbitrarily
shaped equilibrium solute-solvent interfaces that minimize
the solvation free-energy functional in the variational implicit-
solvent model. In such a method, a possible solute-solvent
interface is represented by the zero level-set (i.e., the zero
level surface) of a level-set function, and an initial surface
is evolved to reduce the free energy, eventually into an
equilibrium solute-solvent interface. This relaxation process
is determined by solving a time-dependent equation for the
level-set function. The solute-solvent interface in each time
step is then located as the zero-level surface of the level-set
function. Here the time is not that in the real molecular
dynamics. Rather it only represents an optimization step. We
note that our level-set method for the relaxation of
solute-solvent interfaces is quite different from that used
in ref 20 which is only for generating a SAS or SES surface.

In the present work, we extend the original variational
implicit-solvent model to include the degrees of freedom of
all the solute atoms. More specifically, we construct a hybrid,
variational explicit-solute implicit-solvent model to couple
the coarse-grained solvent with the molecular mechanics of
solute atoms. Our new effective free-energy functional
depends not only on a solute-solvent interface but also
positions of all the solute atoms. The free energy includes
both the volume and surface energies of the solutes, the
solute-solvent van der Waals interaction, and the electro-
static interaction. The Tolman curvature correction to the
constant surface tension is incorporated through the so-called
Tolman length which serves as the only fitting parameter in

the model. The free energy also includes the van der Waals
interaction as well as different kinds of molecular mechanical
interactions among all the solute atoms. These mechanical
interactions include the usual bond stretching, bending, and
torsion. More terms can be added without difficulty. This
explicit-solute implicit-solvent model is a more accurate and
robust description of the structure of an underlying solvation
system. Notice that we do not need to use solvation radii
which are the fitting parameters in a usual SAS or SES type
implicit-solvation model.

We also develop a level-set optimization method for the
corresponding computer simulations. Our numerical free-
energy minimization is carried out by solving two sets of
time-dependent equations: one for the level-set function that
determines the evolution of the solute-solvent interface and
the other for the displacement of solute atoms. Our new level-
set techniques include the numerical regularization for
solving the level-set equation when instabilities occur and a
fast algorithm for numerically evaluating integrals of radially
symmetric functions in the free-energy calculation. To
efficiently and accurately couple the molecular interactions
with the evolution of the solute-solvent interface, we choose
carefully mobilities and optimization steps in our computa-
tion. While the time here means the optimization step, our
approach can be used for the further development of a theory
and simulation methods for real dynamics of solvation
systems in the framework of variational implicit-solvent.

We apply our method to the solvation of the following
nonpolar molecular systems: an artificial molecule of two
atoms, an artificial molecule of four atoms, the ethane
molecule C2H6, and the benzene molecule C6H6. Our
extensive numerical results demonstrate that our approach
can predict efficiently and accurately the free energy and
structure of nonpolar molecules. In particular, with a suitably
chosen Tolman length which is the only fitting parameter in
our model and computation, we obtain a very good ap-
proximation of the experimentally measured solvation free
energy for the benzene molecule. We are currently applying
our theory and methods to polymers and large biomolecules.
We are also working to include the electrostatics of an
underlying system.

The rest of the paper is organized as follows: In Section
II, we describe our hybrid explicit-solute implicit-solvent
model that couples the original variational implicit-solvent
with the solute molecular mechanics. In Section III, we
present details of our level-set optimization algorithm. We
also give formulas for the effective forces that are used as
search directions in our numerical optimization. Some details
of these formulas are given in the Appendix. In Section IV,
we report our results of numerical computations applied to
some nonpolar molecular systems. Finally, in Section V, we
discuss our results and draw some conclusions.

II. A Variational Explicit-Solute
Implicit-Solvent Model

Our underlying system of molecules in a solution is divided
geometrically into three parts: the solute region Ωs, the
solvent (e.g., water) region Ωw, and the corresponding
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solute-solvent interface Γ which is the boundary of the
solute region Ωs as well as that of solvent region Ωw, cf.
Figure 1. Here we assume that there is a sharp interface that
separates the solvent and solutes, and we treat the solvent
as a continuum. We assume that there are N solute atoms in
the system that are located at x1,..., xN inside Ωs. These solute
atoms are treated explicitly.

Our basic assumption is that an experimentally observed
equilibrium solvation system consists of a solute-solvent
interface Γ and solute atoms located at x1,..., xN that together
minimize an effective solvation free-energy functional. Along
the line of variational implicit-solvent modeling of solvation
systems,17,18 we propose such an effective free-energy
functional of a solute-solvent interface Γ and a set of solute
atoms X ) (x1,..., xN) to be

G[Γ, X])Ggeom[Γ]+GVdW
sw [Γ, X]+

Gelec[Γ, X]+GVdW
ss [X]+Gmech[X] (II.1)

The first term Ggeom[Γ] is the geometrical contribution of
the solute-solvent interface Γ. It has the form

Ggeom[Γ])Pvol(Ωs)+∫Γ
γdS (II.2)

Here the term Pvol(Ωs), proportional to the volume of solute
region Ωs, is the energy of creating a cavity of solute against
the pressure difference P between the solvent liquid and
vapor phase. This term can often be neglected for nanometer
sized solutes, since the pressure difference P is usually very
small. The integral term in (II.2) is the surface energy, where
γ is the surface tension. It is known that for systems of
nanometer scale, the surface tension γ is no longer a constant.
Corrections with curvature effect must be added. For a
special case of a spherical solute, Tolman21 proposed that

γ)
γ0

1+ 2τH

where γ0 is the constant surface tension for a planar solvent
liquid-vapor interface, τ > 0 is a constant with τ often called
the Tolman length,21 and H is the mean curvature defined
to be the average of the two principal curvatures. Since the
magnitude of 2τH is usually less than the unity, we use as
in18,19 the approximation (cf. also refs 22-24)

γ) γ0(1- 2τH) (II.3)

The second term GVdW
sw [Γ, X] in the total free energy (II.1)

is the nonpolar, van der Waals type interaction energy

between the solute particles x1,..., xN and solvent molecules
that are coarse-grained. As in refs 17-19 we define it to be

GVdW
sw [Γ, X])F0∑

i)1

N ∫Ωw
Usw(|x- xi|)dV (II.4)

where F0 is the constant solvent density, and Usw ) Usw(r)
is a pairwise interaction potential. As in refs 18 and 19, here
we choose Usw ) Usw(r) to be a Lennard-Jones potential

Usw(r)) 4εsw[(σsw

r )12

- (σsw

r )6] (II.5)

The parameters εsw of energy and σsw of length can vary with
different solute atoms as in the conventional force fields.
Since the solvent is treated implicitly, the solute-solvent
interaction energy (II.4) is expressed as an integral over the
solvent region Ωw.

The third term Gelec[Γ, X] in the total free energy (II.1) is
the electrostatic free energy. In the mean-field approximation,
this is given by18,25

Gelec[Γ, X])∫Ω [Ff(x)ψ(x)-
εΓ(x)

8π
| ∇ ψ(x)|2]dV-

�-1∑
j)1

M

cj
∞∫Ωs

(e-�qjψ(x) - 1)dV

Here ψ ) ψ(x) is the electrostatic potential usually deter-
mined by the Poisson-Boltzmann equation, εΓ ) εΓ(x) is
the dielectric coefficient that takes one constant value in the
solute region Ωs and a different constant value in the solvent
region Ωw, Ff ) Ff(x) is the fixed charge density usually
consisting of all solute point charges, �-1 is the thermal
energy, cj

∞ is the equilibrium concentration of the jth ionic
species (a total of M is assumed), and qj ) ezj with e the
elementary charge and zj the valence of jth ionic species in
the solvent. More rigorous formulation of the electrostatic
free energy can be found in ref 25 in which singularities in
the potential ψ due to the point charges at solute atoms are
carefully treated.

In this work, we only consider nonpolar systems and
therefore set Gelec[Γ, X] ) 0. This is our first step in
developing our theory and methods of explicit-solute implicit-
solvent modeling of biomolecular systems.

The fourth term GVdW
ss [X] in the total free energy (II.1) is

the van der Waals interaction energy among solute atoms at
x1,..., xN. It has the form

GVdW
ss [X])∑

(i,j)′
Uss(|xi - xj|) (II.6)

where the sum is taken over pairs of nonbonded solute atoms
(xi, xj) with i < j and

Uss(r)) 4εss[(σss

r )12

- (σss

r )6] (II.7)

is a Lennard-Jones potential. The parameters εss and σss can
vary with solute atoms.

The last term Gmech[X] in (II.1) is the energy of the
molecular mechanical interactions among all the solute atoms
x1,..., xN. This includes the usual bonding, bending, and
torsion energies. Specifically, we define

Figure 1. The geometry of a solvation system with an implicit
solvent. The free energy depends on the position of solute-
solvent interface Γ and solute atomic positions x1,..., xN.
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Gmech[X])∑
(i,j)

Wbond(xi, xj)+ ∑
(i,j,k)

Wbend(xi, xj, xk)+

∑
(i,j,k,l)

Wtorsion(xi, xj, xk, xl) (II.8)

Here the term ∑(i, j)Wbond(xi, xj) accounts for the bonding
energy of solute particles. The sum ∑(i, j) is taken over all
nonredundant pairs of bonded solute atoms (xi, xj). The term
∑(i, j, k)Wbend(xi, xj, xk) in (II.8) accounts for the bending energy
of solute atoms. The sum ∑(i, j, k) is taken over all the
nonredundant triplets (xi, xj, xk) such that both pairs of solute
atoms (xi, xj) and (xj, xk) are bonded. The term
∑(i, j, k, l)Wtorsion(xi, xj, xk, xl) in (II.8) accounts for the torsion
energy. The sum ∑(i, j, k, l) is taken over all nonredundant
quadruples (xi, xj, xk, xl) such that (xi, xj), (xj, xk), and (xk, xl)
are all bonded. The forms of Wbond(xi, xj), Wbend(xi, xj, xk),
and Wtorsion(xi, xj, xk, xl) are given in the Appendix.

In summary, our proposed free-energy functional of a
nonpolar (with Gelec[Γ, X] ) 0) solvation system is given
by (cf. (II.1), (II.2), (II.4), (II.6), and (A.1)-(A.3))

G[Γ, X])Pvol(Ωs)+∫Γ
γdS+F0∑

i)1

N ∫Ωw
Usw(|x- xi|)dV+

∑
(i,j)′

Uss(|xi - xj|)+∑
(i,j)

1
2

Aij(rij - r0ij)
2 +

∑
(i,j,k)

1
2

Bijk(θijk - θ0ijk)
2 + ∑

(i,j,k,l)

[
1
4

(Vijkl
(1) + 2Vijkl

(2) +Vijkl
(3))+

1
4

(Vijkl
(1) - 3Vijkl

(3))Λijkl-
1
2

Vijkl
(2)Λijkl

2 +Vijkl
(3)Λijkl

3 ], (II.9)

supplemented by (II.3), (II.5), and (II.7).

III. A Level-Set Optimization Method

To find an equilibrium structure of an underlying solvation
system that is a (local) minimizer of the free-energy
functional (II.9), we select an initial solute-solvent interface
and an initial set of solute atomic positions. We then start to
move the interface and the set of solute atoms to relax the
system.

To track the motion of the interface, we use the level-set
method.26-28 We represent the solute-solvent interface Γ
) Γ(t) at time t as the zero level-set of a level-set function
φ ) φ(x, t), i.e., Γ(t) ){x: φ(x, t) ) 0}. With this representa-
tion of the interface, we obtain the unit normal n ) n(x, t),
the mean curvature H ) H(x, t), and the Gaussian curvature
K ) K(x, t) of a point x at the interface at time t

n) ∇ 	
| ∇ 	|

, H) 1
2

∇ · n, K) n · adj(He(	))n (III.1)

respectively, where He(φ) is the 3 × 3 Hessian matrix of
the function φ whose entries are all the second order partial
derivatives ∂ij

2φ of the level-set function φ, and adj(He(φ))
is the adjoint matrix of the Hessian He(φ). (The Gaussian
curvature is the product of the two principal curvatures.)

The level-set function is a solution to the level-set equation

∂	
∂t

+Vn| ∇ 	|) 0 (III.2)

where Vn )(dx(t)/dt) ·n is the normal velocity of the moving
interface Γ(t) at the point x ) x(t). Notice that (d/dt)x(t) is
the velocity of the point x(t) on the interface Γ(t). The
equation (III.2) is derived from taking the time derivative
of both sides of the equation φ(x, t) ) 0 and using the chain
rule.

To relax an underlying solvation system, we define the
normal velocity Vn of the solute-solvent interface Γ(t) in
such a way that the system moves in the steepest descent
direction. Hence we define the normal velocity Vn to be the
negative variation of the free energy G[Γ, X] with respect
to the location change of the interface Γ

Vn )-MΓδΓG[Γ, X] (III.3)

where MΓ > 0 is the mobility or relaxation factor which we
take as a constant, and δΓ denotes the first variation with
respect to the location change of Γ. The variation δΓG[Γ, X]
defines a function on Γ and is given by18,19

δΓG[Γ, X])P+ 2γ0[H(x)- τK(x)]-

F0∑
i)1

N

Usw(|x- xi|) ∀ x ∈ Γ (III.4)

where H(x) and K(x) are the mean curvature and Gaussian
curvature of a point x ∈ Γ, respectively.

The motion of solute atoms is defined similarly to decrease
the free energy. Therefore, the velocity of each of such atoms
is given by

dxm(t)

dt
)-Mm∇ xm

G[Γ, X], m) 1, ..., N (III.5)

where Mm > 0 is a mobility or relaxation factor. Fix a particle
xm. The gradient of G[Γ, X] with respect to xm is given by

∇ xm
G[Γ, X])F0∫Ωw

U′
sw(|xm - x|)

xm - x

|xm - x|
dV+

∑
(i,j)′

δmiU
′
ss(|xi - xj|)

xi - xj

|xi - xj|
+∑

(i,j)

δmiAij(rij - r0ij)
xi - xj

|xi - xj|
+

∑
(i,j,k)

∇ xm
Wbend(xi, xj, xk)+ ∑

(i,j,k,l)

∇ xm
Wtorsion(xi, xj, xk, xl)

(III.6)

where δmi is 1 if i ) m and 0 if i * m. The derivatives
∇ xm

Wbend(xi, xj, xk) and ∇ xm
Wtorsion(xi, xj, xk, xl) are given in

the Appendix.
In each time step of relaxation, we solve the system of

equations (III.2) and (III.5) and find the solute-solvent
interface by locating all the points at which the level-set
function φ vanishes. In solving these equations, we use the
first variation δΓG[Γ, X] and the gradients ∇ xm

G[Γ, X] that
are given by (III.4), (III.6), (A.4), and (A.8), together with
(A.5)-(A.7) and (A.9)-(A.15).

Notice that by a series of formal calculations we have that

d
dt

G[Γ, X]) δΓG[Γ, X]Vn + ∑
m)1

N

∇ xm
G[Γ, X]

dxm(t)

dt
)

-MΓ[δΓG[Γ, X]]2 - ∑
m)1

N

Mm|∇ xm
G[Γ, X]|2e 0
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This confirms that the free energy decays.
We have developed a numerical algorithm that combines

the level-set method and optimization techniques to numeri-
cally find solutions of the system (III.2) and (III.5). Our
numerical algorithm consists of the following steps:

(1) Choose a computational box, a cube in R3, and
discretize the box with a uniform finite-difference grid.
Initialize the leVel-set function φ and position of solute atoms
x1,..., xN. We place the initial solute-solvent interface a few
grid points away from the boundary of the computational
box, just so that we can solve the level-set equation more
accurately, cf. Step (2). One choice of the initial level-set
function is

	(x)) min
1eieN

(|x- xi|- ri) (III.7)

where ri > 0 (i ) 1,..., N) are preselected numbers. Notice
that the solute atoms are not necessarily placed at grid points.

(2) Calculate and extend the normal Velocity Vn using the
formulas (III.3) and (III.4). The extension of the normal
velocity Vn from the interface Γ(t) to the computational box
is necessary for solving the level-set equation (III.2) on the
computational box. In our current implementation, we use
the level-set function φ and the formulas in (III.1) to
define the mean curvature H and Gaussian curvature K all
over the computational domain. Therefore we only extend
the Lennard-Jones potential part in the normal velocity, the
last term in (III.4). We extend this part to a narrow band of
the interface by constant in the normal direction of the
interface.

(3) SolVe the leVel-set equation (III.2). We use the forward
Euler method to discretize the time derivative in the level-
set equation. The normal velocity Vn consists of two parts.
One is from the motion of the surface energy and is more of
a parabolic type term in the equation. The other is from the
solute-water interaction and only gives rise to a lower order
term. We thus use the central differencing scheme to
discretize the first part and an upwinding scheme for the
second part. We choose our time step ∆t to be of the order
of (∆x)2 to satisfy the CFL stability condition. A simple
linearization analysis shows that the level-set equation
becomes backward parabolic if 1 - 2τκ1 < 0 or 1 - 2τκ2 <
0, where κ1 and κ2 are the two principle curvatures. If this

occurs, then we numerically change the parameter τ to
regularize the interface motion.

(4) Reinitialize the leVel-set function. This step is necessary
to keep the level-set function away from being too flat or
steep. If the level-set function is φ0 in the current step, we
solve the equation

∂	
∂t

) sign(	0)(1- |∇ 	|)

to obtain a new approximation of the level-set function,
where sign(φ0) is the sign of φ0.

(5) Calculate the Velocity of solute atoms using the formula
(III.6). We evaluate the integral term in (III.6) as follows:
For each solute atom xm, we choose a ball B(xm,rm) centered
at the xm with a radius rm. This ball is small enough so that
it is completely contained in the solute region Ωs. Then we
compute the integral term in (III.6) using the formula

∫Ωw
U′

sw(|xm - x|)
xm - x

|xm - x|
dV)

∫
R3\B(xm,rm)

U′
sw(|xm - x|)

xm - x

|xm - x|
dV+

∫Ωs\B(xm,rm)
U′

sw(|xm - x|)
xm - x

|xm - x|
dV

where the integral over R3\B(xm,rm) (the region complement
to the ball B(xm,rm) is calculated analytically.

(6) Update the position of each solute atom xi by the
formula (III.5). We use the forward Euler method for
updating the atom positions. Our time step in solving the
equations (III.5) for the motion of solute atoms is much
smaller than that in solving the level-set equation (III.2).

(7) Calculate the total free energy (II.9). To calculate the
solute-solvent interaction term (II.4) in the total free energy
(II.9), we use the same method as described in Step (5). In
testing our method of calculating the total energy for a one-
atom system, we found that our method is second-order
accurate.

(8) Go to Step (2).

IV. Numerical Tests and Applications

A. A Two-Atom Molecule. We consider an artificial
molecular system of two atoms. The thermodynamic and LJ
parameters we use are mostly taken from ref 19 which are
for the system of two xenon atoms. These parameters are as
follows: the pressure difference P ) 0 bar (an approxima-
tion), the constant surface tension γ0 ) 0.174 kBT/Å2, the
Tolman length τ ) 1.3 Å, the water density F0 ) 0.033
Å-3, the solute-water Lennard-Jones parameters σ ) 3.57
Å and ε ) 0.431 kBT, the solute-solute Lennard-Jones
parameters σ ) 3.57 Å and ε ) 0.147 kBT, and the
temperature T ) 298 K. We additionally introduce an
intrabond with the spring constant in the bond stretching
energy A ) 800 kBT/Å2, and the equilibrium bond length r0

) 3 Å. To test our method, we include both the bonding
and Lennard-Jones interaction between the two atoms.

We test two possible cases. In the first case, we place
initially the two solute atoms far away from each other so
that their distance is much larger than the equilibrium bond

Figure 2. The level-set optimization of a two-atom system.
The initial solute-solvent interface consists of two separated
spheres. Order of snapshots: from left to right and from top
to bottom.
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length. We also set the initial solute-solvent interface to be
two separated spheres that are centered at the two solute
atoms, respectively. A few snapshots of the system during
the relaxation are gathered in Figure 2. We see that those
two initially separated spheres merge, the distance between
the two solute atoms gets closer, and then the system reaches
an equilibrium state. Notice from the lower left snapshot in
Figure 2 that the solute-solvent interface is not in equilib-
rium with respect to the two atoms. This means that the
system is relaxed through the coupling of both the interface
motion and atomic motion. In Figure 3 we plot the total
free energy vs the computational step. It is clear that the
free energy decays in each step.

In the second case, we place initially the two solute atoms
very close to each other so that their distance is smaller than
the equilibrium distance. We also set the initial solute-solvent
interface to be a large surface that encloses both of the atoms.
A few snapshots from our numerical relaxation are shown
in Figure 4. The decay of the free energy in our numerical
computation is shown in Figure 5. We notice that the free
energy decays very fast in this case. This is due to very strong
repulsion modeled by the Lennard-Jones potential.

Through this test example, we see that our level-set method
works well in capturing topological changes of surfaces
during relaxation. We also find that the final free energy

values for the two different cases are nearly the same:
6.36397 kBT and 6.36652 kBT, respectively, with an error of
0.00255 kBT.

Our results show a strong contribution of the molecular
mechanical force in the relaxation of the system. To
understand the solvent influence and, particularly, how the
motion of solute-solvent interface affects that of solute
particles, we turn off the particle-particle interaction in the
two-atom system. We perform two tests. In the first test
summarized in Figure 6, we set the initial center-to-center
distance between the two atoms to be 5 Å. This is in the
range between 0 to about 6 Å of attraction of the two atoms
as shown in Figure 1 of our previous work.19 Such attraction
results from the minimization of the interfacial energy. Since
there is no atom-atom interaction, the solute-solvent interac-
tion pushes these two atoms together. The sequence of
snapshots in Figure 6 demonstrates clearly that the solvent
contributes significantly to the motion of solute particles.

Figure 3. The free energy (kcal/mol) vs the computational
step in a level-set optimization for the two-atom system with
the initial solute-solvent interface consisting of two separated
spheres, cf. Figure 2.

Figure 4. The level-set optimization of a two-atom system.
The two atoms are initially close and then move apart from
each other. Order of snapshots: from left to right and from
top to bottom.

Figure 5. The free energy (kcal/mol) vs the computational
step in a level-set optimization for the two-atom system with
the initial solute-solvent interface consisting of a single
surface containing the two atoms, cf. Figure 4.

Figure 6. Snapshots of a relaxing system of two noninter-
acting particles. Order: left to right and top to bottom.
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In the second test, we set the initial center-to-center
distance between the two atoms to be 6.8 Å. This is in a
range of (weak) repulsion as predicted in our previous
work.19 The noninteracting two atoms are then pushed away
by the solute-solvent interaction, cf. Figure 7. Notice that
the surface area for the initial, connected two-sphere system
(Figure 7, left) increases to that of final, separated two-sphere
system (Figure 7, right). Such increasing of surface area
compensates the solute-solvent interaction. It obviously
cannot be captured by a SAS/SES type model, in which the
nonpolar part of the free energy is the surface energy,
proportional to the surface area.

B. A Four-Atom Molecule. We consider an artificial
molecular system of four atoms x1,..., x4 to test how our
method can handle the bending energy and the solute-solute
van der Waals interaction in addition to the variational
implicit-solvent. We put the pairs (x1, x2) and (x2, x3) in their
equilibrium bonding position and arrange the angle between
x2x1 and x2x3 slightly different from an equilibrium angle.
We also put x4 relatively far away from the first three atoms.
The atom x4 interacts with the other three atoms via a
Lennard-Jones potential. Figure 8 (left) shows the initial
conformation and Figure 8 (right) the relaxed conformation
of this system. It is clear that the fourth atom moves closer
to the three-atom group, while the angle between x2x1 and
x2x3 is relaxed to its equilibrium value.

C. An Ethane Molecule. We consider an ethane molecule
C2H6 in water and take from29-31 the solute atomic positions
and force field parameters. Other parameters are as follows:
the pressure differencing P ) 0 bar, the constant surface
tension γ0 ) 0.174 kBT/Å2, the Tolman length τ ) 1.3 Å,
the water density F0 ) 0.033 Å-3, the carbon-water
Lennard-Jones parameters σ ) 3.4767 Å and ε ) 0.2311
kBT, and the hydrogen-water Lennard-Jones parameters σ )
3.1017 Å and ε ) 0.0989 kBT.

We construct an initial conformation of the ethane
molecule from its equilibrium in which three hydrogen-carbon
bonds with respect to one of the carbon atoms are rotated
20 degrees. During the level-set relaxation, these three
hydrogen atoms rotate back to their equilibrium positions.
The solute-solvent interface also moves to its equilibrium
position. Figure 9 displays a few snapshots of our numerical

results. Figure 10 is a plot of the free energy in each step of
our numerical computation.

D. A Benzene Molecule. We consider a benzene molecule
C6H6 in water and take from29-31 the solute atomic positions
and force field parameters. Other parameters are the same
as those for an ethane molecule.

We construct an initial conformation of the benzene
molecule from its equilibrium in which all the atoms are on
the same plane. We then fix a pair of C-atoms that are
opposite in the hexagonal ring. We pull up one of these two
C-atoms and pull down the other C-atom to form the initial
positions of all the atoms. We also use (III.7) to define an
initial solute-solvent interface. During the process of our
level-set relaxation, those two carbon atoms move back to
their equilibrium positions. The solute-solvent interface also
moves to its equilibrium position. Figure 11 displays a few
snapshots of our numerical results. Figure 12 is a plot of the
free energy in each step of our numerical computation.

We have tried various values of the Tolman length τ. For
τ ) 1 Å, we find that the free energy (surface energy and
the benzene-water interaction energy) is 1.98 kcal/mol. Using

Figure 7. Two noninteracting particles relax with increasing
surface area.

Figure 8. Left: Initial positions of the solute-solvent interface
and solute atoms. Right: The relaxed positions of the
solute-solvent interface and solute atoms.

Figure 9. The level-set relaxation of the ethane molecule.
Order of snapshots: from first row to second and from left to
right in each row.

Figure 10. A plot of the total free energy (kcal/mol) vs
computational step in the level-set optimization for the ethane
molecule.
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a Poisson-Boltzmann solver, we find the polar part of the
solvation energy is -2.92 kcal/mol. Therefore, our estimate
of the solvation energy is -0.94 kcal/mol. The experimental
value of this solvation energy is -0.89 kcal/mol.

Our PB calculation was done by impact version 50112
(released by Schrodinger, LLC) with default settings (PB
grid resolution was set to high) with OPLS2005 forcefield.
Since we have not implemented our own PB solver, the
optimized surface was not used to define the boundary. But
since the benzene molecule is small and geometrically
simple, we do not expect the variational surface to be
drastically different from a traditional SAS. Therefore, we
believe the polar energy from traditional PB solver using a
SAS is consistent with our variational implicit-solvent
description of the benzene molecule.

V. Conclusions

In this work, we construct a hybrid explicit-solute implicit-
solvent model for molecular solvation. The key quantity in
this model is an effective free-energy functional of positions
of solute atoms and solute-solvent interface. The free energy

couples both the polar and nonpolar contributions and also
includes the molecular mechanical interactions. Minimization
of this free-energy functional determines an equilibrium
molecular structure and the solvation free energy. We also
develop a level-set optimization method to numerically
minimize the free-energy functional and to obtain equilibrium
solute-solvent interface and positions of solute atoms. In
our method, both a trial solute-solvent interface and a set
of trial solute atoms move in the steepest descent direction
of reducing the total free energy of the system. Our numerical
results for the solvation of some molecules demonstrate that
our model and methods can capture topological changes of
the solute-solvent interface as well as the coupling between
suchaninterfacemotionandmolecularmechanical interactions.

We emphasize again that we model a relaxation process
or free-energy minimization rather than the real dynamics
of an underlying molecular system.

For each of the small, nonpolar systems that we have tested
and reported here, our level-set relaxation only took a few
minutes. The actual exact computational time is affected by
several factors such as the number of grid points (the
resolution) and the choice of initial surface. It is clear,
however, that our approach is in general computationally
more costly than a SAS/SES type implicit-solvent model,
since we need to evolve a surface to its equilibrium state.
Nevertheless, we have been developing several new level-
set techniques that can speed up our computations. One such
technique is the local level-set method. It can reduce the
complexity of a three-dimensional problem to that of a two-
dimensional one.

As noted before the only fitting parameter in our model is
the Tolman length τ. We find that the free energy calculation
is sensitive to the choice of the Tolman length. Our
experience is that τ ) 1 Å is a good value for many
molecular systems. Figure 13 plots the nonpolar part of the
minimum solvation energy (the surface energy plus the
solute-solvent interaction energy) vs the Tolman length τ
for the benzene molecule. We can see a perfect linear
dependence of the nonpolar part of the solvation energy on
the Tolman length. This indicates the existence of an optimal
Tolman length. It also points to the fact that that the

Figure 11. The level-set relaxation of the benzene molecule.
Order of snapshots: from first row to second and from left to
right in each row.

Figure 12. A plot of the total free energy (kcal/mol) vs
computational step in the level-set optimization for the
benzene molecule.

Figure 13. The sum of the surface energy and benzene-water
interaction energy vs the Tolman length τ.
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minimized interface hardly changes with the fitting parameter
τ for this particular example and that the free energy is
directly proportional to τ as can be predicted from (II.2) and
(II.3). In general, especially for larger molecules with a
higher dispersion and complexity in curvature, the relation
will be qualitatively different. In future, we hope a more
sophisticated free-energy functional can be proposed in order
to fix an optimal value of τ once and for all, independent of
the particular solute system.

In a SAS implicit-solvent model, the size effect of solvent
molecules is described through the probing solvent molecule
used in defining the SAS. In our variational implicit-solvent
model (VISM), such size effect is reflected in the solute-
solvent interaction, cf. (II.4). In general, an implicit or
“continuum” solvent model is, per definition and how the
name implies, not able to explicitly describe the finite size
of solvent molecules. Implicitly, these effects are typically
considered in fitting parameters. In a solvation system, the
solvent-solute interface itself is not a sharp boundary but
has a width of solvent molecule size (∼3 Å). Thus, the
“right” interface location basically does not exist within a
few Angstroms. Consequently, it is hard to compare precisely
a SAS/SES type implicit-solvent model to our VISM. The
final goal must be to evaluate the correct free energy from
any of these surface definitions, “correct” in the sense that
they are quantitative in comparison to benchmarking experi-
ments or explicit-solvent molecular dynamics simulations.
The virtue of the VISM is that the interface is defined in a
physically reasonable way and allows the interfacesfor every
configurationsto respond to local solute geometry and
energetic potentials and can hopefully provide accurate free
energies with only very few fitting parameters (in contrast
to established implicit models). If the capillary evaporation
(“dewetting” or “drying”) between solutes takes places, then
the VISM interface can be very different to the a priori
defined SAS/SES interfaces as the latter do not capture
solvent evaporation.

Our immediate next step is to add the electrostatic part of
the free energy into our model and develop a corresponding
level-set method. The electrostatic free energy is often
described by the Poisson-Boltzmann (PB) or Generalized
Born (GB) method in which the solute-solvent interface is
used as the dielectric boundary. Our first step will be the
development of a GB-like approach to efficiently calculate
the effective electrostatic surface force (only its normal
component) at each point of the evolving solure-solvent
interface. This force will be used as the normal velocity in
the level-set relation of the solute-solvent interface. Next
we will develop a fast PB solver and couple it with our level-
set code. Solving the nonlinear PB equation in each step of
level-set relaxation can be very slow. To speed up our
computations, we can in each step linearize the PB equation
around the previous PB solution. Thus, in each step, we need
only to solve a linearized PB equation. (This linearized
equation is different from the Debye-Hückel equation.)
Moreover, we do not need to solve very accurately the PB
equation very step, since dewetting regions can be mainly
captured by the surface energy term.

Besides adding the electrostatics into our models and
methods, we will also apply our model and methods to larger
systems of polymers and biomolecules. Further, we will
apply our theory and methods to the calculation of surface
forces of solute-solvent interfaces that can be used in
Brownian dynamics simulations of biomolecules.
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Appendix

Molecular Mechanical Interactions and Force
Calculations. We summarize in this Appendix the molecular
mechanical interaction energies and their derivatives.

For a given pair of bonded solute atoms (xi, xj), the
bonding energy is given by the harmonic approximation

Wbond(xi, xj))
1
2

Aij(rij - r0ij)
2 (A.1)

where Aij is a spring constant characterizing the equilibrium
bonding strength, rij ) |xi - xj| is the distance between xi

and xij, and r0ij is the corresponding equilibrium distance.
For a triplet (xi, xj, xk) with (xi, xj) and (xj, xk) both

bounded, the bending energy is given by the harmonic
approximation

Wbend(xi, xj, xk))
1
2

Bijk(θijk - θ0ijk)
2 (A.2)

where Bijk is a constant parameter depending in general on
(i, j, k), θijk is the angle between the vectors rji ) xi - xj

and rjk ) xk - xj, and θ0ijk is the corresponding equilibrium
angle constrained by 0eθ0ijkeπ for all (i, j, k).

For a quadruple (xi, xj, xk, xl) such that (xi, xj), (xj, xk),
(xk, xl) are all bonded, the torsion angle φijkl is the angle
between the plane determined by xi, xj, xk and that determined
by xj, xk, xl. The torsion energy is32

Wtorsion(xi, xj, xk, xl))
1
2

Vijkl
(1)[1- cos(π	ijkl)]+

1
2

Vijkl
(2)[1+ cos(2π	ijkl)]+

1
2

Vijkl
(3)[1- cos(3π	ijkl)] (A.3)

where Vijkl
(1), Vijkl

(2), and Vijkl
(3) are constants.

Fix xi, xj, and xk. Denote by rji ) xi - xj the vector from
xj to xi for any i and j and by rji ) |rji| the length of this
vector. Routine calculations lead to

∇ Wbend(xi, xj, xk))Bijk(θijk - θ0ijk) ∇ θijk (A.4)

where

∇ xi
θijk )

1
sin θijk(rji · rjk

rji
3rjk

rji -
1

rjirjk
rjk) (A.5)
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∇ xk
θijk )

1
sin θijk(rji · rjk

rjk
3 rji

rjk -
1

rjirjk
rji) (A.6)

∇ xj
θijk )

1
sin θijk [( 1

rjirjk
-

cos θijk

rji
2 )rji +

( 1
rjirjk

-
cos θijk

rjk
2 )rjk] (A.7)

For a given quadruple (xi, xj, xk, xl), we denote

r1 ) rij, r2 ) rjk, r3 ) rkl

u) r1 × r2, v) r2 × r3

	)	ijkl, Λ)Λijkl ) cos 	) u · v
|u||v|

V(n) )Vijkl
(n) , n) 1, 2, 3

It follows from (A.3) and a series of elementary calcula-
tions that

∇ rm
Wtorsion(xi, xj, xk, xl))

[-1
2

(V(1) - 3V(3))- 2V(2)Λ+ 6V(3)Λ2]∇ xm
Λ (A.8)

where ∇ xm
Λ ) 0 if m is not one of i, j, k, or l, and

∇ xi
Λ)-∇ r1

Λ (A.9)

∇ xj
Λ) ∇ r1

Λ- ∇ r2
Λ (A.10)

∇ xk
Λ) ∇ r2

Λ- ∇ r3
Λ (A.11)

∇ xl
Λ) ∇ r3

Λ (A.12)

and

∇ r1
Λ)-

(r1 · v)|r2|
2

|u|3|v|
u (A.13)

∇ r2
Λ)

r1 · v

|u|3|v|3
[(r1 · r2)|v|2u+ (r2 · r3)|u|2v] (A.14)

∇ r3
Λ)-

(r1 · v)|r2|
2

|u||v|3
v (A.15)
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Abstract: Composition-dependent solvation dynamics around the probe coumarin 153 (C153)
have been explored in CO2-expanded methanol and acetone with molecular dynamics (MD)
simulations. Solvent response functions are biexponential with two distinct decay time scales:
a rapid initial decay (∼0.1 ps) and a long relaxation process. Solvation times in both expanded
solvent classes are nearly constant at partition compositions up to 80% CO2. The extent of
solvation beyond this composition has the greatest tunability and sensitivity to bulk solvent
composition. Solvent rotational correlation functions (RCFs) have also been used to explore
rotational relaxation. Rotations have a larger range of time scales and are dependent on a number
of factors including bulk composition, solvent-solvent interactions, particularly hydrogen bonding,
and proximity to C153. The establishment of the solvation structure around a solute in a GXL
is clearly a complex process. With respect to the local solvent domain around C153, it was
seen to be primarily affected by a nonlinear combination of the rotational and diffusive transport
dynamics.

1. Introduction

Gas-expanded liquids (GXLs) are a leading candidate for
next-generation tunable solvents and are formed by the
dissolution of appreciable amounts of gas into an organic
liquid. The resulting mixture is a volume-expanded liquid
phase with tunable physical and solvation properties like
dielectric constant and viscosity.1,2 An inherent advantage
of GXLs results from the increase in gas (H2, O2) solubility
in the liquid phase. Relative to neat organic solvents, GXLs
have improved yield and selectivity of homogeneously
catalyzed oxidation reactions.3 A significant amount of
research has shown that GXLs are advantageous over organic
solvents for a variety of reactions,4-9 extractions,10 and

materials processing applications.11-18 Consequently a great
deal of effort has focused on understanding the molecular-
scale properties of GXLs so to fully exploit their unique
solvent properties.

Electronic excitation of the laser dye Coumarin 153 (C153)
creates an excited-state dipole moment nearly 9 Debye
greater than the ground-state dipole moment.19 Recent
spectroscopic and molecular dynamics (MD) simulation
results showed organic enrichment around C153 in CO2-
expanded solvents.20-22 Different solvation patterns between
the ground and excited states of C153, specifically organic
and CO2 density enhancements relative to the ground-state
cause a solvent relaxation process to solvate the excited
C153. Solvent relaxation consists of electronic and nuclear
rearrangements with time scales that are dependent on bulk
solvent properties and molecular interactions. MD simula-
tions provide a direct comparison to time-resolved fluores-
cence and give molecular-level insight into solvation mecha-
nisms that compose solvent reorganization. Many studies

* Corresponding author e-mail: cae@gatech.edu.
† School of Chemical & Biomolecular Engineering.
§ Specialty Separations Center.
|Center for Computational and Molecular Science and Technology.
‡ School of Chemistry & Biochemistry.

J. Chem. Theory Comput. 2009, 5, 267–275 267

10.1021/ct800353s CCC: $40.75  2009 American Chemical Society
Published on Web 01/14/2009



have explored solvation dynamics in tunable solvents with
experimental and computational techniques23-27 because
solvent dynamics affect chemical reactions.28

Solvent dynamics impact ultrafast processes like electron-
transfer and free-radical reactions. Recent studies have shown
that solvent polarity affects the degree of polymerization of
copper-catalyzed radical polymerizations.29,30 The formation
of halide ions (from halide radicals) and the subsequent
coordination to the copper center is directly related to the
solvent medium. Solvents that can solvate the newly created
halide ion have a lower coordination equilibrium constant
and ultimately better molecular weight control. Electron
tunneling through a donor-bridge-acceptor dyad is a direct
function of solvent environment. The solvent reorganization
energy impacts the ease of electron transfer and affects the
optical properties and performance of the dyad.31-33 GXLs
are attractive solvents for dyads and other electronic materials
because the solvent environment can be manipulated by CO2

adjustments, allowing in situ control of charge transfer or a
free radical polymerization.

In this manuscript, the reorganization dynamics and
rotational dynamics of a solvent around a probe within two
GXLssmethanol and acetonesare explored using MD
simulations through a range of bulk compositions. The
primary challenge in simulating these systems emerges from
the difficulty of describing true dynamics in multiphase
systems within cell sizes that are amenable to current
computer infrastructure. Rigorous multiphase ensemble ap-
proaches34 have been performed by other groups in order to
obtain the phase diagram as well as to vet the quality of the
underlying potentials.

While resolving these critical questions, such Monte Carlo
based approaches do not provide dynamic information. An
alternative approach taken by us35 and Maroncelli and co-
workers36 has focused on the single solution phase on which
a microscopic volume may be modeled using molecular
dynamics. The appropriate constraints on this unit cellssuch
as volume, temperature, and relative composition of
cosolventssmust be obtained either by the multiphase
simulations or semiempirically using experimental data. In
previous work, we have found that the quality of the
underlying potentials employed in the simulations appears
to be sufficient to be in agreement with the experimentally
obtained phase diagram and hence have focused only on the
use of MD simulations to reveal the structure and dynamics
in a GXL phase. The present work goes further by calculating
structural and rotational correlations resulting from electronic
excitation of the solute. The results demonstrate the versatile
nature of GXLs in providing solvent design tools for
materials processing applications and free radical and electron
transfer reactions.

2. Computational Methods

Solvation involves both electronic and nuclear rearrange-
ments. Solute repolarization (beyond the changes in the
charge distribution from the ground to excited state) was not
examined in this work as it should be a higher order
correction to the primary changes in the response function
due to the significant charge redistribution from the ground

to excited states. Polarization effects generally slow
down the solvent response in polar solvents.37 As CO2 is
added, the solvent structure becomes increasingly nonpolar,
and thereby further reduces the role of repolarization. On
the other hand, nuclear motions like solvent rotation and
translation have a large impact on the response function. A
typical solvent response in GXLs has two distinct time scales:
a fast inertial decay period that typically accounts for ∼75%
of the loss in correlation and a slow long-term relaxation.
The inertial decay is very fast and presumably dominated
by rotation. The translational diffusion does not contribute
significantly because the local density autocorrelation func-
tion observed by Shukla et al.35 is much slower (∼10-80
ps) than the solvation time found here (∼1-10 ps). The
relative speed of this solvation is due to preferential solvation
of the initial and final states as will be seen in the results
below. C153 rotation and translation is slow relative to the
solvent atoms because of its large size and does not
contribute to the relaxation process.

An investigation of the mechanical response to different
solvation events provides insight into the molecular interac-
tions and solvent properties that determine the solvent
response. These are surmised by the solvent response
function described in Section 2.2. However, these necessarily
contain a component due simply to rotational response in
the neat solvent. Hence rotational correlation functionss
described in Section 2.3smust also be obtained so as to
resolve the dynamics effects due to a given solute.

2.1. Model Parameterization and Methods. All simula-
tions have been run using the DL_POLY v2.038 computer
suite. It implements the Verlet leapfrog algorithm to integrate
the equations of motion. All molecules are treated as rigid
bodies interacting with each other through a Lennard-Jones
plus Coulombic interactions force field. Specifically, C153
has been modeled with an OPLS-AA force field39 whose
partial charges are taken from Kumar and Maroncelli.40

MeOH and acetone pair interactions have been treated by
the 3-site J241 and 4-site OPLS42 force fields, respectively,
and CO2 pair interactions employed the 3-site TraPPE
potential.34 The methyl groups in MeOH and acetone are
treated as united-atom groups in these force fields. Site-
site interactions between sites on a mixed pair of molecules
are determined by the Lorentz-Berthelot combining rules:
σ12 ) 0.5(σ1 + σ2) and ε12 ) (ε1ε2)0.5.

Simulations are performed on a unit cell with periodic
boundary conditions at a density coincident with the liquid
phase of the corresponding GXL following the procedure
described in prior work.35 As described in the Introduction,
this construct is metastable in the sense that it is single-phase
and presumably at higher energy than the condition which
would split into two phases. However, the system is
constrained such that the splitting is inaccessible during the
simulations. The initial configuration for equilibration runs
is a randomly distributed periodic box of 500 solvent
molecules (600 for 98% CO2 GXLs) and a single C153 in
the ground state. The box size has been scaled to match the
liquid-phase volumes as predicted by the Patel-Teja equation
of state.43 Starting from equilibrated structures, the ensemble
of initial configurations (needed for the nonequilibrium
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simulations) is obtained by sampling structures every 6 ps
during long NVT trajectories of the ground-state (S0)
electronic configuration of C153 and solvent. Representative
correlation functions and structures were initially obtained
from simulations performed at various timesteps and seen
to converge at 3 fs; hence all the reported simulations were
performed with 3 fs timesteps. The temperature has been
maintained at 300 K with a Nose-Hoover thermostat whose
relaxation time is 1 ps. Nonequilibrium trajectories are
initialized at each of the configurations from the equilibrium
ensemble, but C153 is instantaneously placed on the S1

excited-statesassuming Franck-Condon transitionssby re-
placing the partial charges in the molecular mechanics force
field from the ground-state to excited-state values. They are
usually propagated for 9 ps under NVE conditions as this
was found to be sufficient to capture most of the nonzero
correlation function; but they were propagated up to 20 ps
when necessary. Coordinates are saved every 45 fs and
analyzed using an external FORTRAN program.

2.2. Solvent Response Function (SRF). Solvation dy-
namics are explored through the solvent response function
(SRF)

S(t)) ∆E(t)-∆E(∞)
∆E(0)-∆E(∞)

(1)

where ∆E(t) is the energy gap between the C153 electronic
states and S(t) is the SRF. The SRF is a normalized function
of the energy gap between the C153 electronic states and is
a measure of total solvent-solute interaction energy between
the electronic states. For simplicity, the C153 Lennard-Jones
parameters were assumed constant in the ground and excited
states. Therefore, the energy gap is composed of the
electrostatic interaction between the solvent and solute and
can be written as

∆E) 1
4πε0

∑
i

N

∑
R

∑
�

∆qRqi�

rR,i�
(2)

where ε0 is the relative permittivity in vacuum, N is the
number if solvent molecules, R denotes a solute atom, and
i� denotes solvent atom � on molecule i. Terms qi� and ∆qR

are respectively the partial charge on solvent atom � and
difference in partial charge between ground and excited-state
on C153 atom R. The nonequilibrium response can be
connected to equilibrium fluctuations through the equilibrium
time correlation function:

C(t)) 〈δE(0)δE(t)〉
〈(δE)2〉

(3)

A convenient assumption for nonequilibrium simulations
is the linear response approximation which provides an
estimate for the SRF as S(t) = C(t). In this limit, the
nonequilibrium response is described by fluctuations around
the average, δE(t) ) ∆E(t) - [∆E], in equilibrium or
unperturbed systems. The approximation S(t) = C(t) is
convenient and reasonable for most neat liquid solvents but
breaks down in liquid mixtures with preferential solvation
or highly compressible fluids systems like SCFs.25-27

Preferential solvation and local density enhancements become
increasingly pronounced around excited C153, and local

density enhancements become larger in magnitude than
normal solvent fluctuations. Consequently the linear assump-
tion is not applicable in GXLs because of these local density
enhancements. Although the calculation and analysis of
nonequilibrium simulations is more cumbersome, it is
necessary to obtain the solvation dynamics in GXLs and
rotational dynamics of solutes in GXLs following excitation.

2.3. Rotational Correlation Functions (RCFs). Rota-
tional dynamics of the cosolvents sCO2 and the organic
speciesshave been explored through the first- and second-
order rotational correlation functions (RCF)

C(1)(t)) 〈 nb(t) · nb(0)〉 (4)

C(2)(t)) 1
2

〈3[nb(t) · nb(0)]2 - 1〉 (5)

where nb is a characteristic axis vector of an organic or CO2

molecule, and C(1) and C(2) are the respective first and second
ranked RCFs. CO2 is a linear molecule with one characteristic
vector extending from the carbon atom to an oxygen atom.
A single axis of rotation is sufficient to describe MeOH
rotationsthe bond between the oxygen atom and the protic
hydrogen. Rotation of a unit vector characterizing this bond
contributes more to the solvation response than the oxygen
methyl vector since the hydroxyl group is more polar and
therefore more responsive to an electric field. Acetone
required two axes of rotation because it is a bulky molecule
with asymmetric rotations. One vector extends along the
carbonyl group from the carbon to the oxygen, and the other
is directed from the carbonyl carbon to a methyl group. Two
orders of RCFs were used to examine solvent rotation: first-
order RCFssbecause their decay tends to be dominated by
the collective loss of orientation relative to the initial
alignmentsand second-order RCFssbecause their decay
tends to be dominated by the loss of molecule’s orientation
relative to each other.

RCFs of all three solvent molecules are classified within
three cases, as delineated by time relative to the excitation
and the relative proximity to the C153 probe: 1) rotations of
allsolventmoleculesimmediatelyfollowingC153excitationsthe
SRF case; 2) rotations of molecules that are in the local or
cybotactic region of C153 after excitationsthe Local case;
and 3) rotations that occur in the bulk fluid, i.e. no C153
molecule in the simulationsthe Bulk case. This classification
allows us to distinguish between bulk solvent rotations that
result from normal fluctuations and solvent rotations that are
affected by C153 excitation. The cybotactic region is a
dynamic area that constantly changes location as the solute
and solvent molecules diffuse, so assumptions were made
to study this transient region. The same definition was used
as was described in our previous work.21 Briefly, a sphere
of 7 Å was drawn outward from the C153 center of mass.
Any solvent molecules that were initially in this sphere were
considered part of the cybotactic region throughout the entire
simulation. C153 diffusion is very slow, and most solvent
rotations occur before diffusive escape from the region.
Solvent molecules that entered the sphere midsimulation were
not considered a part of the cybotactic region for simplifica-
tion purposes.
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3. Results and Discussion

3.1. Solvation Dynamics. Solvent response functions of
acetone GXLs and MeOH GXLs, including neat organic
liquids, are presented in Figures 1 and 2, respectively. The
curves represent the average of over 1000 trajectories fit to
a multiexponential decay function

S(t))∑
i)1

k

ai exp(-t ⁄ τi) (6)

where ai is a pre-exponential fitting parameter that gives the
relative weighting of the time scale and τi is a characteristic
decay time that is indicative of a different solvation time
scale for each of k exponentials. In the present work, k was
taken to be no greater than 3, and most of the decay functions
were fit well at k equal to 1 or 2. Such fits ignore the earliest
ballistic part of the decay function which is nonexponential
and essentially hidden at the scale displayed in, for example,
Figures 1 and 2. All SRFs were fit within a standard error
less than 4% using the parameters given in Table 1. Solvation
time quantifies the reorganization process and is found by
integrating the fit of the solvation response function as
specified by eq 6, yielding

τS )∫0

∞
S(t) dt)∑

i)1

k

aiτi (7)

where τs is the effective total solvation time. A plot of
solvation time versus CO2 composition is shown in Figure
3 to illustrate the effects of composition on solvation that
are not directly apparent in Figures 1 and 2.

The neat MeOH solvation time, τS≈0.55 ps, is much faster
than the experimental result, τS≈5.0 ps, found by Horng et
al.19 in the supercritical regime, but it agrees reasonably well
with MD simulation results from other researchers.37,40

Kumar and Maroncelli40 used a fixed C153 molecule and
the linear time-correlation approximation of eq 3 in their
analysis. Cichos et al.37 used a similar approach but added
a nonequilibrium case with polarizability. Polarizable force
fields slow down the solvent response and provide better
agreement with the experimental findings. SRFs in neat
acetone (τS≈1.27 ps) are in better agreement with experi-
mental data19 (τS≈0.58 ps) than those in neat MeOH, but
this result is slightly slower than the experimental data.

Several interesting features in the SRFs shown in Figures
1-3 suggest that solvation is solvent-dependent, and inter-
molecular interactions and bulk fluid properties both affect
the response time. Solvation times in both GXLs remain
stagnant up to ∼80% CO2 before increasing exponentially.
The effects of CO2 are more pronounced in acetone GXLs
where the solvent response slows down by nearly 5 ps.
Similarly, CO2 slows down the response at high composition
in MeOH GXLs, although the time scale change is ap-
proximately 1 ps. This observed difference between the two

Figure 1. Solvent response functions in neat acetone and
CO2-expanded acetone at varying CO2 compositions.

Figure 2. Solvent response functions in neat MeOH and CO2-
expanded MeOH at varying CO2 compositions. The inset
magnifies the initial decay behavior.

Figure 3. Solvation times in CO2-expanded acetone (filled
circles) and MeOH (open circles).

Table 1. Biexponential Decay Fitting Parameters for SRF
in CO2-Expanded Acetone and MeOH

% CO2 a1 τ1 (ps) a2 τ2 (ps)

neat acetone 0.883 0.112 0.117 10.0
60% in acetone 0.892 0.253 0.108 8.147
80% in acetone 0.722 0.216 0.278 5.074
95% in acetone 0.715 0.288 0.285 5.66
98% in acetone 0.681 0.44 0.319 13.77
neat MeOH 0.739 0.082 0.261 1.874
60% in MeOH 0.763 0.102 0.237 1.338
80% in MeOH 0.759 0.10 0.241 1.126
95% in MeOH 0.815 0.132 0.185 4.443
98% in MeOH 0.72 0.119 0.28 4.358
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types of GXLs is directly related to the degree of cosolvent
preferential solvation around C153 and its ability to respond
to the excited-state dipole moment by realignment. Both
acetone and MeOH preferentially solvate both ground and
excited-state C153,21 but there are other differences in
molecular structure and solvent properties that could affect
the solvent response. MeOH is a smaller molecule than
acetone and could in principle diffuse faster than acetone
and lead to a packing of more molecules within a local region
around C153. MeOH is more polar than acetone and forms
hydrogen bonds. Higher polarity causes lower solvation
energy which decreases the amount of MeOH required to
solvate the excited dipole; however, hydrogen bonding affects
MeOH dynamics and could slow down MeOH rotations and
diffusion. Thus the solvent response is a complex event that
depends on the net effect of multiple factors.

3.2. Solvent Rotation. First- and second-order RCFs (of
the C-O bond) for acetone GXLssSRF casesare shown
in Figures 4 and 5. Acetone RCFs of the C-Me bond are
provided in Figures S2 and S3 in the Supporting Information.
Likewise, first- and second-order RCFs for MeOH GXLs
are shown in Figures 6 and 7, respectively. These figures
illustrate the increase in rotational relaxation resulting from
CO2 addition. From the perspective of the “GXL” metaphor,

this is not surprising because the increasing presence of CO2

makes the liquid phase more gaslike and hence increases
the (translational and rotational) mobility of solutes. There
are several apparent features in these figures that are common
throughout all the cases considered: the presence of dynamics
at multiple time scales, a rapid initial decay followed by a
long-term decay, and a large rate increase between 80% CO2

and 95% CO2. In addition, there are two distinguishing
features between acetone and MeOH RCFs: 1) initial acetone
rotations are nearly identical between all GXLs and neat
acetone. This is seen by the overlap of RCFs until 0.3 ps
when divergence begins. 2) Acetone rotations are faster than
those in MeOH. All acetone RCFs are uncorrelated within
2 ps, while MeOH RCFs indicate correlations in a range from
2 ps to 9 ps. Second-order CO2 RCFssSRF casesin acetone
and MeOH GXLs are shown in Figures 8 and 9, respectively.
First-order CO2 RCFs can be found in Figures S1 and S4 in
the Supporting Information. CO2 molecules rotate faster than
both organic species in the same solvent and are less sensitive

Figure 4. First-order acetone RCFs of the C-O bond in
acetone-based GXLs for the SRF case.

Figure 5. Second-order RCFs for acetone of the C-O bond
around the carbonyl bond (SRF case) in neat acetone and
various acetone GXLs. Lines represent the same cosolvent
mixtures as used in Figure 4.

Figure 6. First-order MeOH RCFs (of the MeOH cylindrical
symmetry axis) in MeOH-based GXLs for the SRF case. Lines
represent the same cosolvent mixtures as used in Figure 4.

Figure 7. Second-order RCFs for MeOH (of the MeOH
cylindrical symmetry axis) in neat MeOH and various acetone
GXLs for the SRF case. Lines represent the same cosolvent
mixtures as used in Figure 4.
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to bulk composition, although rotations are faster when more
CO2 is present. CO2 has an initial lag period during the first
0.1 ps that is not present in the organic RCFs. CO2 could be
initially unresponsive because weak intermolecular interac-
tions prevent an initial thrust to start rotation. This time lag,
τlag, can be estimated from an approximation for the velocity
autocorrelation function suitable for one-dimensional motion
at small times44

C(t) ≈ exp(-[√t2 + τlag
2 - τ1] ⁄ τ1) (8)

where τ1 is the apparent monoexponential decay time. The
inflection point for this function, tinfl, obeys the equation

tinfl
2 √tinfl

2 + τlag
2 ) τ1τlag

2 (9)

As can be seen from Figures 8, 9, S3, and S4, tinfl is
approximately 0.2 ps. With τ1 ranging from 0.3 to 0.9 ps
(Tables S1 and S2), one obtains τlag in a range from 0.1 ps
to 0.2 ps. Note that this lag period corresponds to the average
time between collisions, and, as it has already been men-
tioned, it is larger for CO2 molecules due to their weak
interaction.

All RCFs were fit by a sum of exponential decay functions
per eq 6 ignoring the initial very-fast ballistic component.

Most organic RCFs were fit with biexponential decay
functions, although second-order MeOH RCFs were fit with
triexponential decay functions, and all CO2 RCFs were fit
with single exponential decay functions. All fits had a
standard error less than 2%, but most were less than 1%.
RCF fitting parameters for Bulk, SRF, and Local cases for
CO2 and organic RCFs are presented in the Supporting
Information. As shown in Figure 10, total decay times (τ(1)

in Table S1) in the first-order RCFscf. C(1)(t) in eq 4sare
approximately 3 times slower than the total decay times (τ(2)

in Table S2) in the second-order RCFscf. C(2)(t) in eq 5.
Solvent molecules in this system range from very fast rotors
like CO2 to relatively slow rotors like MeOH and are thereby
expected to exhibit most of the range of possible responses.
The ratio of 3sabout which much of the data in Figure 3
liesis typical for liquids and emerges exactly within the
Debye approximation in rotational Brownian diffusion.45

Thus the fact that the computational data yields values in
agreement with this limit is an indication of the quality of
the results. Moreover the total relaxation decay times are
seen to lie in the range of 1 ps to 5 ps in Figure 3 that
includes a significant slower component relaxation decay
time. The latter is in general agreement with the total
relaxation times seen in C102 in acetonitrile-water mixtures
and attributed to solvent reorganization and kinetic energy
transfer.46

The rotational relaxation is, of course, not exactly freely
diffusive, and that is also indicated by the variations in the
ratios of the decay times in Figure 10. The first nontrivial
exponential decay time scales are similar in all three cases;
however, divergence occurs at longer time scales. This
indicates that a solvent molecule becomes trapped in a stable
alignment with C153 and cannot freely rotate. The fast time
scales are on the order of 0.1 ps as provided in Table 1 and
the Supporting Information tables but do increase with
increasing CO2 composition. A similar fast decay time scale
was observed by Underwood and Blank47 for C102 in
acetonitrile. They attribute this to a dipole-dipole interaction
between coumarin and the solvent. That is, it is the relaxation
of the direct interaction between solvent and solute for

Figure 8. Second-order RCFs for CO2 molecules in acetone
GXLs.

Figure 9. Second-order RCFs for CO2 molecules in MeOH
GXLs.

Figure 10. Ratio of the first-order and second-order total
relaxation times for CO2 molecules in acetone (filled symbols)
and MeOH (open symbols) GXLs. Data are taken from Tables
S1 and S2.
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motions not affected by tertiary contacts. This fast relaxation
mechanism is precisely the one operative in our observed
simulations.

As shown in Figure 11, the general trend for the overall
rotational decay times in the GXLs with the same bulk
solvent composition is Bulk < SRF < Local, suggesting that
C153 affects solvent rotation. These times are calculated in
a manner analogous to eq 7 with S(t) replaced by C(i)(t)

τR
(i) )∫0

∞
CR

(i)(t) dt)∑
j)1

k

aj,R
(i) τj,R

(i) (10)

where R denotes the corresponding solvent regionsbulk,
SRF or localsand is often neglected in the expressions
whenever possible without loss of clarity. A possible
scenario accounting for this behavior centers on the
induced alignment of solvent molecules with C153 and
each other self-consistently. The initial excitation traps
the local solvent configuration into a local minimum
energy state. The long-ranged electrostatic force induces
a relaxation in the solvent structure as molecules realign
with the newly formed (coarse-grained) C153 dipole
moment, but molecules within the cybotactic region will
“see” the charge redistribution within C153 and align
accordingly. Molecules in the former will relax in an
environment that is feeling a similar field that leads to an
overall similar relaxation. The solvent around a molecule
in the cybotactic region will be heterogeneous, relaxing
at different decay rates and leading to a different self-
consistent relaxation time. This argument is consistent with
the presence of multiple relaxation times seen in the CRFs,
and it is detailed in the fitting parameters provided in the
Supporting Information. It is also consistent with the
decrease in damping seen by Underwood and Blank,47

though in their case the interaction is modulated with
overall density and not relative composition.

The rotation of the C-O bond vector in acetone is
initially independent of composition, although the relative
contributions of each time scale (as indicated by the
varying values of the pre-exponential factors in eq 6 and
listed in Tables S3 and S4 of the Supporting Information)
change significantly with CO2 composition. The initial

independence of composition is evident in Figure 5 where
the initial rate of decay is identical in each GXL, and most
variations occurred after 0.5 ps. Rotation of the C-Me
vector in acetone has initial time scales that are an order-
of-magnitude faster than initial rotations of the C-O
vector. Longer time scales are faster than for those of the
C-O vector, and the fitting parameters exhibit less
variation between GXLs. This behavior shows the het-
erogeneous nature of acetone rotations, suggesting that
the C-Me axes are the preferred axes of rotation.

First-order MeOH RCFs behave similarly to the acetone
RCFs where the initial time scales vary little between
GXLs and the prefactors increase with CO2 composition.
The longer time scales become significantly shorter with
more CO2 but contribute less to the overall rotation time
scale. Second-order RCFs were fit with a triexponential
decay function because there is a very fast initial response
followed by two distinct and significant rotational times.
The initial response time and contribution is very com-
position-dependent and most significant at higher CO2

compositions. Long time scales decrease with increased
CO2 composition over the entire range, which indicates
that MeOH-MeOH interactions do not inhibit MeOH
rotation at first but become significant and hinder rotation
after this brief first period. As more CO2 is added, MeOH-
MeOH hydrogen bonds are less prevalent and MeOH
rotates more freely.

Solvent rotations give additional insights into the
solvation behavior in GXLs and the underlying molecular
interactions that affect solvation. MeOH rotations are
slower than the solvation time scales in neat MeOH and
60% and 80% GXLs because of strong MeOH-MeOH
hydrogen bonds. Solvation in these solvents is a function
of MeOH diffusion into the cybotactic region. At very
high CO2 compositions (>95%) the rotational rates
become comparable to solvation rates. In this regime the
hydrogen bonding is less pronounced, and solvation is due
primarily to solvent rotation and diffusion in the cybotactic
region. CO2 rotations are comparable to solvation time
scales, but the nonpolar properties of CO2 limit its
contribution to solvation. Acetone rotations are less
affected by composition, and rotations around both axes
in neat organic and low-pressure GXLs are comparable
to the solvation time scale. Rotations are much faster in
high-CO2 GXLs, so acetone diffusion into the cybotactic
region determines the solvation time. The different
rotational speeds about both acetone rotational axes
indicate that the C-Me bond are the preferred axes rotation.

4. Conclusions

MD simulations have been used to study the solvation
and rotational dynamics in two types of GXLs: CO2-
expanded acetone and MeOH. Solvation time scales are
similar to those in the neat organic for compositions up
to 80% CO2 for MeOH and 60% CO2 for acetone.
Dynamics in this composition range are dominated by the
organic species; a finding consistent with previous spec-
troscopic results where the local composition around C153
is preferentially solvated by the organic component.21,22

Figure 11. Normalized overall decay times calculated for
every case of variable RsBulk, SRF and Localsand averaged
over solvent compositions. Values of ai and τi used to
determine τR(i) by eq 10 are taken from Tables S3-S6.
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Solvation behavior is most tunable at higher CO2 com-
positions, and relaxation time scales can be adjusted
several ps with moderate CO2 pressure changes.

The response of the GXL solvent to a repolarization of a
solutesthrough, for example, electronic excitationsoccurs
at a range of time scales from 1 to 10 ps. The underlying
motionstranslational and rotationalsinduced by the excita-
tion at these time scales are also comparable to the intrinsic
(thermal) rotation of the solvent, and hence it is a nontrivial
exercise to deconvolute their responses. Meanwhile, the
collision time is just under 1 ps, and the response is certainly
affected by solvent-solvent interactions in the local domain
of the solute. First- and second-order rotational correlation
functions have been obtained in the bulk and local solvent
regimes to explore solute effects on rotation and rotational
effects on solvation. Solvent rotational decay is determined
by several factors: cosolvent polarity and interactions,
proximity to the solute, and bulk composition. CO2 rotations
are insensitive to composition, but the two organic species
depend on all factors. Acetone and MeOH rotations are faster
with added CO2 and distance from C153. MeOH rotations
are hindered because of hydrogen bonds, while acetone
rotations are viscosity dependent. Solvation and rotational
dynamics in GXLs are relatively insensitive to composition
until higher CO2 compositions (>80%). Solvation dynamics
affect reaction kinetics, and the tunability of GXLs shows
potential in atom transfer radical polymerizations and electron
transfer through nanodevices.
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Abstract: We present an automatic adaptive scheme which allows fast optimization of the
reference Hamiltonian parameters in enveloping distribution sampling (EDS). Six different variants
of the update scheme have been tested on a condensed phase test system which included the
recurrent deletion and creation of complete water molecules in water. All six schemes gave
accurate free energy estimates with absolute errors of up to 1 kJ/mol for the worst scheme and
up to 0.1 kJ/mol for the best scheme. Configurational sampling is focused on the regions where
the end state energy difference distributions intersect, explaining the high accuracy and precision
of the free energy estimates. The new update scheme makes the application of EDS to other
systems, e.g. in ligand binding studies, easy as no reference state Hamiltonian parameters
have to be chosen by the user. The only necessary input are the Hamiltonians of the various
end states involved.

1. Introduction

Estimation of free energies from molecular simulation has
been an active field of research for several decades and many
review articles and books are devoted to the topic.1-18

Although the basic equations used for free energy calcula-
tions have been proposed decades ago,19,20 it still remains
challenging to accurately calculate free energies. This is due
to two main challenges that have to be met when estimating
free energies from molecular simulation. First, the system
of interest, e.g. different ligands binding to a common
receptor, has to be described by an appropriate model.
Classical models are often used to this end as they allow
computationally cheap evaluation of the energy and the
forces. For the model to be appropriate it must describe the
thermodynamics of the system correctly. References 21 and
22 compare the accuracy of several classical models used
for free energy prediction. In the current work, we will focus
on the second challenge which consists of finding an efficient
evaluation scheme for the free energy. Estimation of free

energies involves calculation of the partition function which
is for most cases not accessible analytically. Fortunately, in
many applications it suffices to calculate relative free
energies, which reduces the problem to the estimation of
partition function ratios, i.e. the estimation of relative
probabilities. As an example, let us consider the free energy
of folding of a peptide. Let us assume that we have a clear
measure of when the peptide is in the folded state and when
in the unfolded. Further assume that we have a sampling
scheme (e.g., molecular dynamics) that efficiently samples
configuration space. We can then estimate the free energy
of folding from the ratio of number of folded configurations
to unfolded configurations we have encountered. This simple
example illustrates in an intuitive fashion (see section 2 for
more rigorous arguments) that an efficient simultaneous
sampling of the configuration space of all end states involved
allows the calculation of the free energy differences. In this
example, the two states were defined by the same Hamilto-
nian plus a set of criteria or constraints that distinguish the
folded from the unfolded state. If the two or more end states
correspond, however, e.g. to two chemically distinct species
a combined Hamiltonian has to be constructed. This is often
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done by the so-called coupling parameter approach23 where
the Hamiltonian H is now a function of the coupling
parameter λ, and λ is chosen such that H(λ ) 0) corresponds
to state A and H(λ ) 1) to state B. This basic form of the
Hamiltonian is used in many methods; however, there are
many variants: first, the functional dependence on λ differs
in various methods, and second, the way the configuration
space of this newly constructed combined state is sampled
may differ: either λ is a parameter and the sampling over
the whole λ range is achieved by performing multiple
simulations at fixed λ-values (as e.g. in thermodynamic
integration (TI),19 free energy perturbation (FEP),20 the
Bennett acceptance ratio method (BAR),24 overlap-sam-
pling,25 or also in Hamiltonian-replica-exchange),26-28 or λ
is allowed to change during the simulation either by
Metropolis Monte Carlo moves like in chemical Monte-Carlo
molecular dynamics (CMC/MD),29 or because it is treated
as a dynamic variable as in λ-dynamics.30 If λ is treated
dynamically, a biasing scheme31 has to be used in order to
ensure sampling over the whole λ range. Alternatively, free
energy estimates can also be obtained from multiple irrevers-
ible, independent simulations in which λ is changed so fast
that the system is driven out of equilibrium.32-34

If the important configuration space of the λ combined
Hamiltonian is well sampled during the simulation it contains
as a subset the important configuration space of the endstates
A and B, allowing for an accurate estimation of the free
energy difference.35 However, the coupling parameter way
of combining the end state Hamiltonians has two major
drawbacks: first, a lot of computer time is spent on the
simulation of regions of configurational space at intermediate
λ values and, second, an extension of the approach to
multiple end states rapidly makes the calculation unfeasible.

As traditional methods to calculate free energy differences
are not easily extended to multiple end states, we have
developed enveloping distribution sampling (EDS).36,37 EDS
is an implementation of the umbrella sampling method31 and
belongs to the class of importance sampling38 methods. EDS
is designed to allow for sampling of the important configura-
tion space of multiple end states during a single simulation
of a so-called reference state. This goal is also pursued in
single-step perturbation.39,40 Unlike the “hand-made” refer-
ence states used in single-step perturbation, EDS uses the
strategy of expanding the sampled ensemble41-46 using the
following Hamiltonian HR ) -(�s)-1 ln ∑i

N exp[-�s(Hi -
Ei

R)]37,42,47,48 (see section 2) where the energy offset param-
eters Ei

R ensure equal sampling of all N end states and the
smoothness parameter s is chosen such that transitions
between regions of phase space important to the different
end states can occur, i.e. as low as necessary to overcome
barriers and as high as possible in order to avoid unnecessary
widening of the configuration space that has to be sampled
during the simulation. As we have shown in previous work,36

the accuracy of free energy differences, which can be
calculated “on the fly” from the reference state simulation,
strongly depends on the chosen parameters. In this work we,
therefore, develop and compare schemes that allow an
automatic update of the reference Hamiltonian parameters.

In section 2, the EDS working equations are derived
together with the equations used for parameter update.
Section 3 states the simulation protocols and the followed
parameter update schemes. As a test system, we chose
annihilation and creation of five water molecules in liquid
water (see section 3). The system is designed such that all
free energy differences are zero, i.e. the exact result is known.
However, it is a highly challenging system as a water
molecule is annihilated at one point in space and created at
another point in space when moving from the important
configuration space of one end state to that of another. In
section 4 the results of the different update schemes are
presented and discussed.

2. Theory

The free energy F of a state X is defined as

FX )-�-1 ln QX (1)

where �-1 ) kBT, kB is Boltzmann’s constant, T is the
absolute temperature, and QX is the partition function of state
X

QX ) (h3NpNp!)-1∫∫ exp[-�HX(p, r)] dp dr (2)

Here, h is Planck’s constant, Np is the number of particles,
r and p are the 3N-dimensional vectors of the particle
positions and conjugate momenta, respectively, and HX is
the Hamiltonian of state X. The factor (Np!)-1 only occurs
for indistinguishable particles. If the Hamiltonian can be split
into a kinetic KX(p) and a potential energy part VX(r),

HX(p, r))KX(p)+VX(r) (3)

a separation of the corresponding free energies is allowed,

FX )-�-1 ln{∫ exp[-�KX(p)] dp}-

�-1 ln{∫ exp[-�VX(r)] dr}+ �-1 ln(h3NpNp!) (4)

In molecular simulations, the kinetic part of the Hamiltonian
typically reads K(p) ) ∑i)1

N pi
2/(2mi) and, therefore, the first

integral in eq 4 can be solved analytically. In the following
we will omit the kinetic part and the constant term for
simplicity. Unlike the kinetic term the potential energy part
of the Hamiltonian usually involves interaction terms that
cannot be separated, making it impossible to solve the second
integral (the configurational integral) in eq 4 analytically.
Therefore, the free energy of a multidimensional system such
as e.g. a molecule in solution cannot be calculated using eq
4. Rather than calculating the absolute free energy by
evaluation of the configurational integral, one can calculate
the free energy difference between two states

∆FBA )FB -FA )-�-1 ln
QB

QA
(5)

where one now has to calculate a ratio of partition functions
rather than the partition functions themselves. Inserting the
expressions for the partition functions one finds20

∆FBA )-�-1 ln〈exp[-�(VB -VA)]〉A (6)
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where 〈〉 A indicates an average over an ensemble sampled at
state A. Unfortunately, this expression will only yield
reasonable free energy estimates if the important phase space
of state B is a subset of the important phase space of state
A.35 Moreover, the expected error is minimal only for A )
B.24,37

Introducing the energy difference distributions

FA(∆V;∆VBA)) 〈δ[∆V- (VB -VA)]〉A

FB(∆V;∆VBA)) 〈δ[∆V- (VB -VA)]〉B
(7)

we obtain49-51

FB(∆V;∆VBA) exp[-�∆FBA])FA(∆V;∆VBA) exp[-�∆V]

(8)

or

ln
FA(∆V;∆VBA)

FB(∆V;∆VBA)
) + �∆V- �∆FBA (9)

That is, an alternative way to calculate the free energy
difference ∆FBA is to calculate the FA(∆V; ∆VBA) and FB(∆V;
∆VBA) distributions, e.g. from two simulations at states A
and B. Equation 8 indicates that the free energy difference
is the energy difference ∆V where these two distributions
intersect or, alternatively, one can use eq 9 to do a linear
regression and obtain -�∆FBA as the ordinate intercept.
These equations show that in order to obtain reasonable
relative free energy estimates the energy difference distribu-
tions must overlap. If the important phase space regions of
states A and B lie far apart, this will, however, not be the
case.

In order to sample the FA(∆V; ∆VBA) and FB(∆V; ∆VBA)
distributions over the necessary range and to ensure that the
important phase space of all end states is properly sampled,
one can estimate the free energy difference between states
A and B via the simulation of a reference state R,

∆FBA )-�-1 ln
〈exp[-�(VB -VR)]〉R

〈exp[-�(VA -VR)]〉R
(10)

A reference state Hamiltonian which does sample the
important phase space of both A and B reads37,42,47,48

VR(r))-(�s)-1 ln{∑
i)1

N

exp[-�s(Vi(r)-Ei
R)]} (11)

where N denotes the number of EDS states, e.g. in the case
of two states A and B, N ) 2. Ei

R are energy offset parameters,
and s > 0 is the dimensionless smoothness parameter. For
Ei

R ) Fi and s ) 1, eq 11 is the Hamiltonian that minimizes
the expected error of eq 10.37 Figure 1 shows a pictorial
representation of the reference state of three end states VA,
VB, and VC (shown as black lines). VR1 corresponds to an
unoptimized reference state Hamiltonian i.e. Ei

R ) 0. The
middle and the lower panel show that this leads to uneven
sampling of the important configuration space of the three
states. For example, configurations important to the B state
are hardly important for VR1. Equal sampling of all end states
can be obtained by setting the energy offsets Ei

R to the
corresponding free energies Fi. These are, however, not
known in the beginning and have to be updated iteratively.

Adjusting the energy offset parameters is however not
sufficient as high barriers on the reference state potential
energy surface between regions of configuration space
important to one state and to another one may prevent
efficient sampling. The smoothness parameter s can be
lowered in order to decrease these barriers. Adjustment of
energy offsets and smoothness parameters has been done for
VR2 which now ensures that the important configuration space
of all end states is sampled.

When using the reference state Hamiltonian eq 11 in a
molecular dynamics implementation, one has to integrate the
equations of motion,

ṙk(t) ) m-1pk(t)

ṗk(t) ) fk(t)) (-∂VR(r)

∂rk
)

) ∑
i)1

N { exp[-�s(Vi -Ei
R)]

∑
j)1

N

exp [-�s(Vj -Ej
R)]

(- ∂Vi(r)

∂rk
)}

) ∑
i)1

N { [∑j)1
j*i

N

exp[-�s(∆Vji -∆Eji
R)]+ 1]-1(- ∂Vi(r)

∂rk
)}

(12)

where ∆Vji ) Vj - Vi. That is, the force on an atom is a
sum over force contributions of all different states. All force

Figure 1. Pictorial representation of the influence of the
parameters s and Ei

R of the reference Hamiltonian. VR1 is an
unoptimized reference state Hamiltonian which does not lead
to equal sampling of all three end states (VA, VB, and VC).
VR2 is optimized such that barriers are reduced and all states
are sampled evenly. (Note that for better comparison, the end
state distributions are divided by three in the central plot. In
the bottom plot, the integrals over these distributions are
summed up.)
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contributions are multiplied with a prefactor and all these
prefactors add up to one. The parameters in the prefactor
determine how often a state is visited (Ei

R) and whether
transitions from configuration space important to one state
to that important to another state are possible (s).

In order to update the energy offset parameters, one has
to “count” how often a state is visited. This can be done by
evaluating

Ei
R(new))

-�-1 ln〈(∑j)1
j*i

N

exp[-�(∆Vji -∆Eji
R)]+ 1)-1〉

R

+Ei
R (13)

for all states i. If a configuration is important to state i and
not important to the other states j then ∆Vji ) Vj - Vi is a
big positive number and all exponential functions in eq 13
are approximately zero, i.e. the “counting function” (inside
〈〉 ) returns a value close to one. If a configuration is not
important to i but to a another state k, then for j ) k the
exponential function will return a big number, i.e. the
counting function returns a value close to zero. So, if a state
i is insufficiently visited, the energy offset Ei

R is raised in
order to increase the number of visits of state i in the next
iteration. Note that the energy offset is Ei

R(new) ) ∆FiR if s
) 1, which can be verified by inserting the reference state
Hamiltonian (eq 11) into the equation for ∆FiR.

If the important parts of phase space of two states i and j
lie far apart then ∆Vji (see eq 12) is likely to be big and no
transitions between these regions of phase space will occur.
By lowering s (s > 0), one can compensate for this. An
optimized s parameter is obtained by solving

ln ∑
j)1
j*i

N

{ [〈exp[-�(|∆Vji|-∆Eji
R)]〉 i]s} ) ln(N- 1)- 1

(14)

numerically for s for all states i and taking the lowest s. The
reasoning behind this heuristic optimization equation is the
following. Assume we are sampling configurations which
are of importance to state i but unfavorable for all the other
N - 1 states. Then all ∆Vji will be in general big positive
numbers (Vj . Vi). Therefore, the force prefactor in front of
(-∂Vi(r)/∂rk) (see eq 12) will be approximately one whereas
all the other force prefactors (i′ * i) will be approximately
zero and no transitions from state i to any of the other states
i′ will be observed. However, if s (s > 0) is lowered,
transitions to the other states can occur. How much s needs
to be lowered depends on the magnitude of ∆Vji - ∆Eji

R when
sampling configurations that are of importance to state i. An
obvious choice to estimate the average magnitude of this
quantity would be to evaluate 〈∆Vji - ∆Eji

R〉 i. As the
distribution of ∆Vji values might, however, be very broad
and have tails at very high energies, we chose to use

-�-1 ln〈exp[-�(|∆Vji|-∆Eji
R)]〉 i (15)

instead. This is an estimate of the smallest ∆Vji - ∆Eji
R values

observed when sampling configurations of importance to state
i, i.e. the configurations which have most overlap with state

j and where a transition to this state is most likely. Taking
the absolute value is done for numerical reasons. In general
∆Vji will be positive if a configuration is of importance to
state i and negative if it is of importance to state j. In the
latter case, exp[-�(∆Vji - ∆Eji

R)] can be very large and might
contribute to the calculated ensemble average (eq 15)
although the configuration has negligible importance for the
i ensemble. The basic (heuristic) Ansatz is now to enforce
�-1 ) s(∆Vji - ∆Eji

R) (see eq 12). Substituting this and eq
15 into the equation for the force prefactor (see eq 12), we
obtain

∑
j)1
j*i

N

exp[-�s(-�-1 ln〈exp[-�(|∆Vji|-∆Eji
R)]〉 i)])

∑
j)1
j*i

N

exp[-��-1] (16)

which, after some rearrangement, leads to eq 14.

3. Simulation Protocols

The test system consisted of five (solute) water molecules
in a cubic box of (solvent) water (1175 simple point charge
(SPC)52 water molecules in total, box length: 3.31 nm). In
each of the five states, one of the five (solute) water
molecules was interacting with the solvent water molecules
while the other four were noninteracting (“dummy mol-
ecules”), i.e. their nonbonded interactions with the other
water molecules were set to zero. Therefore, all states consist
of one interacting solute water molecule and four noninter-
acting water molecules in a box of solvent water. This implies
that all states have the same free energy.

All simulations were performed under NVT conditions
using the weak-coupling method53 (T ) 300 K, τT ) 0.1 ps,
and solute and solvent coupled to separate temperature baths).
The translational motion of and the rotational motion around
the center of mass was removed every 10 000 steps. Energies
of the reference state and the end states were saved every
0.1 ps. The SHAKE algorithm54 (tolerance: 0.0001) was used
to constrain all bond lengths and angles to their ideal values.
Nonbonded interactions were calculated using the triple range
method55,56 (RCUTP ) 0.8 nm, RCUTL ) Rrf ) 1.4 nm, εrf )
61, κ ) 0). The pairlist was updated every fifth step. The
leapfrog algorithm was used to integrate Newton’s equations
of motion (∆t ) 0.002 ps).

In order to test the efficiency of the automatic parameter
update using eqs 13 and 14, we chose initial values for the
parameters of the reference state Hamiltonian which were
far from the optimal ones. The five initial energy offsets
were chosen to be Ei

R ) {0, 50, 100, 150, 200} kJ/mol and
the initial smoothness parameter was s ) 1. Note that after
each optimization of parameters the energy offsets were made
relative to E1

R. This has no influence on the trajectories or
the calculated free energies as only differences of energy
offset parameters occur in eq 12.

We tested six different schemes to update the parameters
of the reference state Hamiltonian. These schemes, which
are listed below, differ in three main points:
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• Whether eqs 13 and 14 are iterated until convergence in
the new parameters is obtained (denoted as “reweighting”
in the listing below) or whether the calculation is stopped
after one iteration (no reweighting). As eq 13 involves an
ensemble average over the reference state ensemble, we
calculate this average by reweighting the configurations, i.e.

〈X〉Rnew
) 〈X exp[-�(VRnew

-VR)]〉R/〈exp[-�(VRnew
-VR)]〉R

(17)

Although this numerical iteration of eqs 13 and 14 has
negligible cost compared to the time spent in generating the
configurations of the reference state ensemble and should in
principle ensure much faster convergence of the energy offset
and s parameters, it might still not be useful to iterate eqs
13 and 14 at early stages of the optimization procedure where
the important phase space of the end states is not well
sampled yet. Therefore, we have tested both strategies.

• When the parameters should be optimized, i.e. after how
much simulation time new parameters are calculated. This
can be at fixed positions in time, e.g. after 150 ps, 150 + 2
× 150 ) 450 ps, and 150 + 2 × 150 + 4 × 150 ) 1050 ps,
which corresponds to an update after the 1st, 3rd, and 7th
run if each run is 150 ps (denoted “update 1, 3, 7,...” below).
However, this need not be the most efficient interval of
parameter update. Another strategy we tested was to update
once the sum of the statistical errors of the ∆FiR values
calculated from the runs with the current parameters is below
the sum of errors calculated from the runs that were
performed with the previous set of parameters. This scheme
is denoted “update when error in ∆F is smaller than with
previous parameters” below.

• Which runs should be taken into account when calculat-
ing the new parameters. If the Ei

R parameters of previous
runs differ only slightly (<kBT) from the current ones, it
would be a waste of computing effort not to take these runs
also into account when calculating the new energy offsets
Ei

R and smoothness parameter s. This strategy has been
pursued in the last two update schemes. Combining the
previously mentioned points led to the following update
schemes:

1. no reweighting, update 1, 3, 7,...
2. reweighting, update 1, 3, 7,...
3. no reweighting, update when error in ∆F is smaller than

with previous parameters.
4. reweighting, update when error in ∆F is smaller than

with previous parameters.
5. reweighting, update when error in ∆F is smaller than

with previous parameters. When the Ei
R values differ less

than kBT from current parameters for the first time, take all
subsequent runs into account when calculating optimized
parameters. That is, compare the energy offsets Ei

R of the
current run with the energy offsets of all the previous runs
(starting from run 1). If all Ei

R differ less than kBT from the
current Ei

R, then take the trajectories from this previous run
and from all subsequent runs into account when calculating
new energy offsets and a new s parameter.

6. reweighting, update when error in ∆F is smaller than
with previous parameters or after 1, 3, 7,... When the Ei

R

differ less than kBT from current parameters for the first time,

take all subsequent runs into account when calculating
optimized parameters (see also 5). Each update scheme
consisted of 127 subsequent simulations (“runs”) of 150 ps
leading to a total simulation time of 19.05 ns for each of the
above-mentioned schemes. When calculating ∆FiR, Ei

R, and
s values, the first 50 ps were discarded for equilibration.

The update schemes should optimize the energy offsets
to Ei

R ) {0, 0, 0, 0, 0} kJ/mol. However, it is not clear which
s parameter is the optimal one. In order to see whether the
update schemes converge to the optimal s parameter, we ran
13 simulations at fixed parameters. All energy offsets were
set to zero. The s values were 0.0041, 0.0082, 0.0164, 0.0328,
0.0657, 0.0821, 0.0903, 0.0985, 0.1149, 0.1313, 0.2627,
0.5254, and 1.0508. The simulation time for each of the 13
simulations was 7.5 ns. The rest of the protocol was as for
the simulations with parameter update. Furthermore, a 7.5
ns non-EDS simulation of one interacting solute water
molecule and four “dummy” solute water molecules in
solvent water was run using the same settings as for the EDS
simulations at fixed parameters.

All simulations were performed using a modified version
of the GROMOS0557 molecular simulation package. The
method has been implemented such that only the perturbed
interactions, i.e. the Hamiltonian terms that differ in the
various end states, are calculated for every end state. All
other interactions, i.e. in general the vast majority of the
interactions, are calculated only once per time step. More-
over, the same list of atom pairs that interact with each other
via nonbonded interactions is used for all end states. This
results in an EDS simulation of N states being computation-
ally much cheaper than N independent simulations.

4. Results and Discussion

In this study we have tested various algorithms that allow
for an automatic updating of the reference Hamiltonian
parameters needed for efficient EDS simulation. As we have
shown in earlier work37 and will show in the following, the
convergence of the free energy estimates strongly depends
on the chosen parameters for the reference Hamiltonian (eq
11) making it mandatory to have an efficient algorithm to
automatically determine these parameters. Therefore, we have
proposed several automatic update schemes (see section 3),
whose ability to update the parameters efficiently is reported
and discussed in this section.

The convergence of the energy offsets is shown in Figure
2. As all states have the same free energy, the expected
optimized energy offsets are Ei

R ) {0, 0, 0, 0, 0} kJ/mol.
Update scheme 6 was fastest in optimizing the energy offsets
from Ei

R ) {0, 50, 100, 150, 200} kJ/mol down to zero.
Schemes 1 and 2 both calculate new parameters at fixed
points during the simulation (after the 1st, 3rd, and 7th, runs).
Whereas scheme 2 iterates eqs 13 and 14 until convergence,
scheme 1 stops after one iteration. Although reweighting
might not be reasonable at the very beginning of the
simulation due to insufficient sampling, it is clear that scheme
2 which does use reweighting optimized the energy offsets
faster. This shows that reweighting speeds up the conver-
gence of the parameter estimation considerably as soon as
the parameters are in a range that allows reasonable sampling
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of configuration space for all end states. Scheme 2 reliably
optimized the energy offsets, however rather slowly. Schemes
3 and 4 were the first attempts to make convergence faster
changing the criteria of when to do a calculation of new
parameters. Instead of at fixed positions during simulation
time the parameters were now optimized if the sum of the
statistical errors of the ∆FiR values calculated from the runs
with the current parameters were below the sum of errors
calculated from the runs which had been performed with the
previous set of parameters. Especially at the very beginning
of the optimization process, this does not seem to be a good
criterion as can be seen (Figure 2) from the long time it takes
until the energy offsets come down to the (1 kJ/mol band.
Furthermore, once reasonable energy offsets are found, the
update criterion is fulfilled frequently leading to calculation
of new energy offsets from very short pieces of trajectory.
This leads to fluctuations of the energy offsets around zero.
This problem has been solved in scheme 5. It differs from
scheme 4 as it takes trajectories obtained with previous
parameters also into account when calculating new param-
eters, if the previous energy offsets differ less than kT. As
can be seen from Figure 2, this prevented the fluctuations
around the optimal energy offset. Scheme 6 combines the
findings of schemes 1-5: it uses reweighting and the
information from previous runs once the energy offsets
are within kT of the current energy offsets, and it updates
the parameters either after runs 1, 3, 7,... or once the statistical
error in ∆FiR becomes lower. Figure 2 shows that this
strategy allowed the fastest optimization of the energy offsets.

A similar discussion holds for the estimation of the
smoothness parameter s (see Figure 3). Also the smoothness
parameter s is optimized fastest by scheme 6. Much faster
than with all other schemes the s parameter is close to the
final optimized s. Whether this smoothness parameter s leads
to the most accurate free energy estimate was investigated
by performing 13 simulations at different s values and fixed
energy offsets (Ei

R ) {0, 0, 0, 0, 0} kJ/mol). That the
optimized s parameter is the best choice for s can be seen
from Figure 4. It shows all N(N - 1)/2 ) 10 |∆FXY| estimates
(thin solid lines), where X and Y denote two end states, and

their average (thick solid line) as a function of s. As all states
have the same free energy, all ∆FXY estimates should be zero
and |∆FXY| is equal to the absolute error of the free energy
estimate. Minimal errors were obtained for s values between
0.06 and 0.1. The lowest error was obtained for s ) 0.0657
which agrees well with the final optimized s value of update
scheme 6 (0.0653). Figure 4 furthermore shows that the
number of uncorrelated data points M/g, where g is the
statistical inefficiency,60 contained within a time series of
M data points strongly varies with s (dashed lines).

Figure 5 shows free energy differences ∆FXY between the
end states which were calculated from a 4 ns moving window
(moving in 1 ns steps). Again update scheme 6 performed
best as the calculated ∆FXY values lie quickly within 1 kJ/
mol from the correct result (0 kJ/mol). The calculated free
energy estimates obtained from the six simulations with
parameter updates and the 13 simulations at fixed parameter
choices are shown in Tables 1 and 2. With an appropriate
equilibration time, all six update schemes give good estimates
for the free energy differences. For the simulations at fixed
s values, reasonable free energy estimates were only obtained

Figure 2. Convergence of the four (X ) 2,..., 5) energy offsets
EX

R - E1
R (in kilojoules per mole) for the six parameter update

schemes (see Simulation Protocols). (The dashed lines are
to help guide the eye.)

Figure 3. Convergence of the smoothness parameter s for
the six parameter update schemes (see Simulation Protocols).

Figure 4. Absolute error of the ten ∆FXY estimates between
the five end states (X, Y ) 1,..., 5) as a function of the
smoothness parameter s for the 13 s values mentioned in
Simulation Protocols (thin solid lines). The thick solid line (with
squares) denotes the mean over these 10 error estimates.
The thin dashed lines indicate 1/g obtained from the five ∆FXR

(X ) 1,..., 5) estimates. Here g is the statistical inefficiency,60

i.e. given a time series of M data points M/g gives the number
of uncorrelated data points. The thick dashed line (with circles)
indicates the mean over the five 1/g estimates.
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for a small range around the optimal s, as could already be
seen from Figure 4.

The high sensitivity of the free energy estimate to the s
parameter can be further explained using energy difference
distributions. Figure 6 shows the energy difference distribu-
tions (eq 7) FX(∆V; ∆VXY), FY(∆V; ∆VXY), and FR(∆V; ∆VXY)
for all ten X-Y pairs and all 13 s values. Starting at s )
0.0657, we see that the FX(∆V; ∆VXY) and FY(∆V; ∆VXY) are
well formed and that they match the distributions obtained
from an independent, non-EDS simulation. Recall that the
free energy difference between two states X and Y is the
energy difference where the FX(∆V; ∆VXY) and FY(∆V; ∆VXY)
intersect (see section 2, eq 8). From Figure 6, we see that
the highest probability of FR(∆V; ∆VXY) is where FX(∆V;
∆VXY) and FY(∆V; ∆VXY) distributions intersect, i.e. during
the reference state simulation the sampling is focused on the
important crossing region. The importance of focusing the
sampling on the relevant energy difference space has recently
been pointed out by Min and Yang.58 Their approach was
to improve sampling by adding a biasing potential on ∆V in
order to increase the sampled ∆V range. A different strategy

was pursued by Wu,59 who uses a modified Metropolis
acceptance rule to constrain the sampling to a given ∆V range
and obtains the energy-difference distribution from overlap-
ping umbrella windows. In EDS, sampling is automatically
focused only on the crucial ∆V range once the parameters
of the reference state Hamiltonian have been optimized.

The effect of suboptimal s values can be studied in the
other plots of Figure 6. Increasing the s value leads to broader
sampling over the ∆V range, leading to worse sampling of
the crossing region and longer convergence times (see also
Table 2). Starting with s ) 0.1313 not all five states are
sampled equally anymoresthe ten FX(∆V; ∆VXY) and FY(∆V;
∆VXY) distributions, respectively, start to differ. For s )
0.5254 and higher s values, only the state from which the
simulation started is sampled and no meaningful free energy
estimates can be obtained. A decrease of s very quickly
distorts the potential energy surface of the reference state
Hamiltonian such that the important regions of the configu-
ration spaces of the end states are not longer minima on this
surface. This leads to very narrow FR(∆V; ∆VXY) distributions
around ∆V ) 0 kJ/mol and badly formed FX(∆V; ∆VXY) and
FY(∆V; ∆VXY) distributions. This suboptimal sampling of the
end states is also reflected in the rather inaccurate free energy
estimates for these s values (see Table 2).

Figure 7 shows in another way how the accuracy of the
free energy estimates depends on the chosen s parameter. It
shows ln(FX(∆V; ∆VXY)/FY(∆V; ∆VXY)) as a function of ∆V
for the 13 s values. From eq 9, we see that the ordinate
intercept is -�∆FXY. For s ) 0.0657, the lines nicely cross
the ordinate at -�∆FXY ) 0. Moving to smaller or larger s
values, the variance increases. For s ) 0.5254 and larger,
no reasonable free energy estimates can be obtained, because
only a few ∆V values near the region where the end state
energy difference distributions intersect (∆V ) 0) are
sampled in the trajectories. The average temperatures cal-
culated from the slopes of a linear regression of the data
shown in Figure 7 (see eq 9) are 330, 319, 302, 302, 303,
303, 303, 303, 303, 303, 303, 301, and 301 K for the 13 s
values. For s ) 0.0657-0.2627, where FX(∆V; ∆VXY) and
FY(∆V; ∆VXY) are well formed (see Figure 6), the extracted

Table 1. Free Energy Differences and Statistical Uncertainties37,60 (in kilojoules per mole) between the Five (1-5) End
States and the Reference (R) State Obtained from Six Simulations Performed with Six Different Update Schemes (See
Simulation Protocols)a

1 2 3 4 5 6

∆F1R 7.8 ( 0.3 5.6 ( 0.3 5.8 ( 0.3 6.5 ( 0.3 5.4 ( 0.3 5.7 ( 0.3
∆F2R 7.5 ( 0.2 5.7 ( 0.3 6.0 ( 0.3 6.8 ( 0.3 6.1 ( 0.3 5.3 ( 0.3
∆F3R 7.2 ( 0.3 5.7 ( 0.3 5.9 ( 0.3 6.2 ( 0.3 6.7 ( 0.3 5.3 ( 0.3
∆F4R 7.3 ( 0.3 5.8 ( 0.3 5.7 ( 0.3 6.5 ( 0.3 5.7 ( 0.3 5.5 ( 0.3
∆F5R 7.5 ( 0.2 5.7 ( 0.3 5.9 ( 0.3 6.2 ( 0.3 5.9 ( 0.3 5.3 ( 0.3

∆F21 -0.3 ( 0.4 0.1 ( 0.4 0.2 ( 0.4 0.3 ( 0.5 0.7 ( 0.5 -0.4 ( 0.4
∆F31 -0.6 ( 0.5 0.1 ( 0.5 0.1 ( 0.5 -0.3 ( 0.5 1.2 ( 0.5 -0.4 ( 0.4
∆F41 -0.5 ( 0.5 0.1 ( 0.5 -0.1 ( 0.4 -0.1 ( 0.4 0.2 ( 0.5 -0.2 ( 0.4
∆F51 -0.3 ( 0.4 0.0 ( 0.4 0.1 ( 0.4 -0.4 ( 0.5 0.4 ( 0.4 -0.3 ( 0.4
∆F32 -0.3 ( 0.4 0.0 ( 0.5 0.0 ( 0.5 -0.6 ( 0.5 0.6 ( 0.4 0.0 ( 0.4
∆F42 -0.2 ( 0.4 0.0 ( 0.4 -0.3 ( 0.4 -0.4 ( 0.5 -0.5 ( 0.5 0.2 ( 0.4
∆F52 0.0 ( 0.4 -0.1 ( 0.4 -0.1 ( 0.4 -0.6 ( 0.5 -0.3 ( 0.4 0.1 ( 0.5
∆F43 0.1 ( 0.4 0.0 ( 0.5 -0.2 ( 0.4 0.2 ( 0.5 -1.0 ( 0.5 0.2 ( 0.4
∆F53 0.3 ( 0.4 -0.1 ( 0.5 0.0 ( 0.4 -0.1 ( 0.5 -0.8 ( 0.5 0.1 ( 0.4
∆F54 0.3 ( 0.4 -0.1 ( 0.4 0.2 ( 0.4 -0.3 ( 0.5 0.2 ( 0.5 -0.2 ( 0.5

a The averaging is performed over the last 9.6 ns of the 19.05 ns simulation time.

Figure 5. Ten free energy differences ∆FXY (in kilojoules per
mole) between the end states (X, Y ) 1,..., 5) calculated from
a 4 ns moving window (moving in 1 ns steps) for the six
parameter update schemes (see Simulation Protocols). (The
dashed lines are to help guide the eye.)
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temperatures agree with the average temperature which was
of 303 K for all 13 simulations.

It should be stressed that for this test system ∆V ) 0 kJ/
mol can be observed for three different kind of configura-
tions. First, for low s values (s ) 0.0041-0.0328) regions
of configuration space important to the reference state are
sampled which are equally unfavorable for the end states,T
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Figure 6. Energy difference distributions (eq 7) FX(∆V; ∆VXY)
(black), FY(∆V; ∆VXY) (red), and FR(∆V; ∆VXY) (green) for all
10 X-Y pairs and all 13 s values (see Simulation Protocols).
The distributions obtained from an independent non-EDS
simulation are shown in brown (F1(∆V; ∆V12)) and orange
(F1(∆V; ∆V21)).
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leading to energy differences ∆VXY of zero (VX ≈ VY . VR).
This can be observed in Figure 6 for the lowest four s values.
The FR(∆V; ∆VXY) distribution is centered around zero, yet
the important phase space of the end states is not well

sampled (badly formed FX(∆V; ∆VXY) and FY(∆V; ∆VXY)
distributions) which is a necessary (but not sufficient)
condition for reasonable free energy difference estimates. If
parts of the FX(∆V; ∆VXY) and FY(∆V; ∆VXY) distributions
are not sampled, this will shift the intersection point and
therefore the free energy estimate unless the neglected areas
are of the same size and do not lie in the intersection region.
Second, as in the current simulation setup the five solute
water molecules are free to move, a zero energy difference
can also be observed if two water molecules happen to
occupy the same position (VX ) VY ) VR). If this happened
for longer periods during the simulation, the chosen test
system would be trivial. It does indeed happen occasionally
during the simulation that two water molecules occupy the
same position, they however separate again after some
picoseconds. In order to check whether these occasional
encounters influence the presented results, we have recal-
culated the free energy differences using only frames where
the distance between any two of the five solute water
molecules is larger than 0.5 nm. The difference in the
calculated ∆FXR values was found to be smaller than the
statistical uncertainty of these values. The third type of
configuration where a zero energy difference occurs is when
during the reference state simulation a transition from the
important configuration space of one end state to that of
another end state occurs (VX ) VY > VR). For s ) 0.0657,
many of these transitions occur, which explains the focusing
of FR(∆V; ∆VXY) around ∆V ) 0. With increasing s the
number of these transitions decreases which is reflected in
the FR(∆V; ∆VXY) distributions (i.e., the density around ∆V
) 0 decreases), in the decrease of the number of uncorrelated
data points (see Figure 4, s ) 0.0657-0.2627), and
consequently in the statistical uncertainties of the free energy
estimates (see Table 2, s ) 0.0657-0.2627). It is due to
this decrease in the number of transitions (down to zero for
s ) 0.5254-1.0508) that the nominally optimal smoothness
parameter s ) 1 is in practice not optimal. For the two
smoothness parameter values s ) 0.06568 and s ) 0.1149 we
have recalculated the free energy differences using the same
number of uncorrelated data points, i.e. for the higher s value
the complete time series was used in the analysis and for
the lower s value only Ms)0.06568 ) Ms) 0.1149gs)0.06568/gs)0.1149

data points were used. Interestingly but not surprisingly, the
obtained mean absolute error of the 10 ∆FXY estimates is
somewhat higher for s ) 0.06568 (≈2 kJ/mol) than for s )
0.1149 (≈0.8 kJ/mol). This is in line with the expected
nominally optimal smoothness parameter being s ) 1. In
practice, we seek the lowest s value that still ensures sampling
of the complete end state energy difference distributions as this
will ensure a precise and accurate free energy estimate, where
the precision depends on sufficient transitions between regions
of configuration space important to the end states, and the
accuracy depends on complete sampling of these parts of
configuration space. The presented schemes for the iterative
update of the reference Hamiltonian parameters have been
shown to be able to find this optimal value for the smoothness
parameter.

Figure 7. Linearized representation (eq 9) of energy differ-
ence distributions for all 10 X-Y pairs: ln(FX(∆V; ∆VXY)/FY(∆V;
∆VXY)) as a function of ∆V for all 13 s values (see Simulation
Protocols). (The dashed lines are to help guide the eye.)
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5. Conclusions

We have successfully tested different schemes that allow for
an automatic updating of the reference Hamiltonian param-
eters in enveloping distribution sampling (EDS). As a test
system, we chose liquid water in which particular molecules
were created and deleted. We selected five water molecules
to define five states. Each state consisted of one interacting
solute water molecule and four noninteracting water mol-
ecules in a box of solvent water. Starting from a set of
reference Hamiltonian parameters which was far from
optimal, all schemes optimized the parameters to the expected
energy offset values (0 kJ/mol) and to a unique smoothness
parameter. One scheme (scheme 6) was fastest in optimizing
and will be used in further applications. The simulations we
performed at fixed smoothness parameter s showed that
the optimized s parameter gives rise to the most accurate
free energy estimate (see Figure 4). The automatic update
scheme is a big step toward application of EDS by nonexpert
users. No parameters have to be chosen at the beginning of
the simulation. The only input to the initial reference
Hamiltonian are the Hamiltonians of the various end states.

Future work will imply testing of the method on flexible
molecules where an optimal balance between sampling
within the important configuration space of one end state
and transitions between parts of configuration space impor-
tant to different end states might pose a problem. A further
challenge are systems where the important configuration
space of some end states lie close together and those of others
are far apart. For such systems a single smoothness parameter
s approach might break down. Therefore, we are currently
testing also multiple s approaches.
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Abstract: A fully automated implementation of the incremental scheme for CCSD energies
has been extended to treat MP2 and CCSD(T) energies. It is shown in applications on water
clusters that the error of the incremental expansion for the total energy is below 1 kcal/mol
already at second or third order. It is demonstrated that the approach saves CPU time, RAM,
and disk space. Finally it is shown that the calculations can be run in parallel on up to 50 CPUs,
without significant loss of computer time.

1. Introduction

It is well-known that a quantitative description of the
electronic structure in molecules is usually not possible with
the Hartree-Fock (HF) method. One way to achieve higher
accuracy in electronic structure calculations is to improve
the wave function, which can be routinely done by many-
body perturbation theory (MBPT), configuration interaction
theory (CI), or coupled-cluster theory (CC). The major
drawback of these approaches is their strong dependence of
the computational effort on the size of the one-particle basis
set. This means that these approaches depend heavily on the
system size too, if atom-centered basis functions are used.

Since for large systems the canonical HF orbitals are not
necessarily the best choice for a PT, CI, or CC expansion of
the wave function, many groups use a local orbital basis
instead to include electron correlation. This allows one to
screen out insignificant contributions to the energy, and
therefore the computational cost is reduced.1-19 Conceptually
different approaches divide the total system into parts and
then perform a perturbation expansion to obtain the total
correlation energy.20-23 An approach designed in this way
is the incremental scheme of Stoll.24-26 It is based on the
Bethe-Goldstone expansion, which was introduced to
quantum chemistry by Nesbet27-29 more than 40 years ago.
The incremental scheme was successfully applied during the
past 15 years to various periodic systems30-34 and mole-

cules.35-39 Besides the treatment of closed-shell systems,
extensions to open-shell cases have been developed too.40-42

Recently we proposed a fully automated implementation
of the incremental scheme for CCSD energies,36 imple-
mented an automatic distance screening,37 extended the
approach for the usage of symmetry39 and to the RCCSD
method for open-shell calculations.42 To account for the local
character of the core electrons, we introduced an efficient
scheme to treat the core and core-valence correlation.43 In
this work we now extend our fully automated implementation
to second-order Møller-Plesset perturbation theory (MP2)
and to the coupled-cluster ansatz with singles, doubles, and
perturbative triples excitations CCSD(T). Furthermore, as
recently proposed, we use a second basis set to describe the
environment of the orbital domains in a computationally
efficient manner.44 We note that the idea of multiple basis
sets is not entirely new, since Jurgens-Lutovsky and Almlöf
made use of a reduced basis for the occupied space in MP2
calculations already in 199145 and Klopper et al. made use
of a reduced basis for the treatment of the triples in CCSD(T)
calculations in 1997.46 However, we exploit this idea in the
framework of the incremental scheme and check how it
performs with respect to the overall accuracy and the CPU
time requirements.

2. Theory

2.1. Incremental Scheme. In an incremental calculation
we divide the total system into small domains consisting of
groups of localized occupied orbitals according to the
procedure outlined in refs 36-38. Then we calculate the
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correlation energies for these domains. To include the
nonadditivity corrections, we also calculate correction ener-
gies of pairs and triples, etc., of domains, until we reach the
desired accuracy. The correlation energy is then computed
according to

∆εi ) εi ∆εij ) εij - ∆εi - ∆εj

where εi is the correlation energy of the subsystem i and εij

the correlation energy of the subsystem i and j together. For
the convenient treatment of higher order terms we use a
notation based on simple set theory.36 Now eq 1 reads

D is the set of domains, P(D) stands for the power set of the
set of the domains and O denotes the order of the expansion.
The summation index in eq 2 runs over all increments up to
the order O (see refs 36 and 37 for details). When εX

represents the correlation energy of the unified subsystems
of the general correlation energy increment, ∆εX is given as

here the summation index Y runs over the power set of X.
2.2. Introduction of a Domain-Specific Basis Set. To

reduce the computational cost, it is necessary to reduce the
virtual space of the domains. As an alternative to an explicit
elimination of selected orbitals from the virtual space spanned
by the full basis set, we introduce a small basis set to describe
the environment of an n-site domain and use the original
larger basis set only in the main part of the domain.44 In the
current version of the code we use the distance to the center
of charge of a localized orbital (tmain) to determine which
atoms have to be treated with the full basis set. Since a
domain represents a set of occupied localized orbitals, we
combine the main regions of all orbitals of the domain, to
obtain the set of atoms which are treated with the full basis
set.

2.3. Localized Orbitals and Perturbation Theory. The
computationally cheap canonical representation of the MP2
energy as well as the canonical representation of the
perturbative triples correction in CCSD(T) are not invariant
with respect to unitary transformations within the occupied
space. To account for this within the canonical representation
of the theory, we construct the transformed Fock matrix
F̃(CL) of the local basis

where S is the overlap matrix, S-1/2 is constructed to
orthogonalize the basis symmetrically, and CL is the MO
coefficient matrix in the local basis. Next we build the
matrix E

with CL
′ ) S1/2CL. In the canonical basis, E is diagonal

and it contains the orbital energies, but in the local basis
it is not diagonal. Now we classify the occupied orbitals
into four classes, the frozen core orbitals, which are not
correlated in all calculations, the environment orbitals,
which are frozen in a specific calculation, the domain
orbitals, which have to be correlated in this specific
domain and the virtual orbitals, which are unoccupied in
the HF reference. Furthermore we do not distinguish
between core and environment orbitals, since they are
treated equally in the subsequent steps. According to these
criteria, we classify the blocks of the E matrix into nine
blocks:

with (frozen core + environment) ) core. In our approach
we diagonalize E in the subspace of the domain. In other
words, we diagonalize the εdd block of E. The unitary
matrix U which is necessary to transform the MOs has
the form

where Ũ is the matrix which diagonalizes εdd. The
corresponding MOs are then obtained by

This scheme includes more and more correction terms to
the orbitals at higher order, and therefore it converges to
the canonical treatment. In the limit of a full incremental
expansion, the exact result is obtained, since the original
diagonal Fock matrix is recovered.

2.4. Distance Screening. The second-order energy incre-
ments decay usually very rapidly with increasing distance
of the domains. This can be used to introduce a distance
criterion, in order to screen out the small contributions.37

Since the incremental contributions decay with increasing
order, we use an order-dependent distance threshold of

tdist )
fmethod

(O-1)2

where O is the order and fmethod is an adjustable parameter
for every method. A value of fmethod ) ∞ means that no
distance truncation is performed.

2.5. Obtaining the Correlation Energies. The AO basis
for a domain is determined by the tmain parameter (vide supra).
Since we change the AO basis for every domain, we have
to construct MOs for every domain. In the current work this
is done by HF calculations in the AO basis of the domain
with a subsequent Boys localization. The orbitals of the
domain K are then identified by the centers of charge. This
requires a unique mapping of the charge centers in the basis
B1 to the charge center in the basis B2 (see ref 44 for details).

Ecorr ) ∑
i

∆εi +
1
2! ∑ij

∆εij +
1
3! ∑ijk ∆εijk + ... (1)

Ecorr ) ∑
X∈ P(X)∧|X|eO

X

∆εX (2)

∆εX ) εX - ∑
Y∈ P(X)∧|Y|<|X|

Y

∆εY (3)

F̃(CL) ) (S-1/2)†F(CL)S-1/2 (4)

E ) CL
′ †F̃(CL)CL

′ (5)

core
domain
virtual

core domain virtual

( εcc εcd εcv

εdc εdd εdv

εvc εvd εvv
) ) E ) C′†F̃(CL)C′ (6)

core
domain
virtual

core domain virtual

( 1 0 0
0 Ũ 0
0 0 1

) ) U (7)

C̃L ) S-1/2C′U (8)
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In the present work we apply the MP2, CCSD, and the
CCSD(T) approach as implemented in MOLPRO47-49 to
evaluate the correlation energies. For a domain K we
correlate all electrons in the orbitals of K.

3. Computational Details

3.1. Incremental Calculations. First we perform a HF
calculation for the total system in a minimal basis set with
a subsequent Boys localization.50,51 In the next step we
extract the molecular orbital coefficient matrix, the overlap
matrix in AO basis, and the dipole integrals in AO basis
from the MOLPRO calculation, in order to construct the
n-site domains,36 where the parameter tcon determines the
connectivity in the edge-weighted graph of the correlated
occupied orbitals and the parameter dsp controls the size of
the domains (for details see refs 36-39). Then we determine
the basis set for a domain by the distance tmain. Now a HF
calculation with the dual basis set is performed, and the
orbitals are localized with the Boys procedure of MOL-
PRO.47 Next we classify the new MOs into the domains
according to the centers of charge and construct the
pseudocanonical orbitals for the domain using the procedure
above. Finally we calculate the correlation energy for the
domain using the MOLPRO MP2, CCSD, and CCSD(T)
codes. To avoid numerical problems due to the error
propagation in the incremental series, we determine the HF
energy to 10-11 hartree and use a dynamical energy threshold
ethres to determine the accuracy of the correlation calculations,
as described in ref 43.

3.2. Geometries. If nothing else is stated, we optimized
the geometries with the RI-BP86/SVP gradient-corrected
density functional theory method52,53 in the TURBOMOLE
5.654 quantum chemistry package. Stationary points were
characterized by analyzing the Hessian matrix. Note that the
goal of the current work is not to derive very accurate
structural data for the compounds investigated here but rather
to obtain reasonable geometrical parameters for the incre-
mental MP2, CCSD, and CCSD(T) calculations.

3.3. Hardware. The calculations were performed on a
cluster of Intel Core2Quad Q6600 PCs with 2.4 GHz, 4 GB
random access memory (RAM), and 160 GB disk space per
node. The PCs are connected with 1 Gbit ethernet.

4. Applications

The calculation of water clusters is an active field in quantum
chemistry.22,23,55-65 Since molecular clusters have natural
domains, these objects were studied with a perturbation series
in terms of single molecules already in the 1970 of the past
century at the HF level.66 Later Xantheas did a many-body
analysis for these clusters in terms of water molecules at
the HF and at the correlated level.56 Since chemical reactions
in solution are very important, we decided to study the
performance of our scheme for water clusters.

4.1. (H2O)6(S6). For intermolecular clusters such as (H2O)6

(Figure 1) we can use the full S6 symmetry of the system to
reduce the number of calculations significantly. In this work
we use the symmetry analysis as introduced in ref 39. The
accuracy of the new scheme is tested for the correlation

consistent double- and triple-� basis sets of Dunning and
co-workers as well as the corresponding augmented basis
sets67,68 (cc-pVXZ; aug-cc-pVXZ; X ) D,T). Furthermore
we explore the accuracy and the timing with respect to the
fit basis for the environment and the energy threshold ethres.
The energies of the CCSD(T), CCSD, and MP2 calculations
are given in Tables 1-4, the timings and the disk space
requirements of the CCSD(T) calculations are given in Table
5. The dsp parameter has been set to 4 in all calculations on
water, since we freeze the 1s orbitals of the oxygen atom,
which means that we have to correlate 4 occupied orbitals
per water molecule. Therefore a dsp ) 4 in combination with
a tcon ) 3 forces the one-site domains to be a single water
molecule.

In Table 1 we use a minimal basis set (STO-3G) as fit
basis for the cc-pVDZ calculations. In this case we get
chemical accuracy of 1 kcal/mol already at the second order
for all applied correlation methods. If a minimal basis is used
for the environment in combination with the aug-cc-pVDZ
basis with diffuse functions, which are clearly necessary for
the correct description of intermolecular interactions, we need
a third-order expansion to obtain chemical accuracy (Table
2). The reason for this is most likely the basis set superposi-
tion error (BSSE) in the incremental energies due to the
minimal basis set. If we extend the basis set of the
environment and use a 6-31G basis for the oxygen atoms,
the errors of the applied correlation methods are reduced
significantly. For the second-order expansion we already have
chemical accuracy, and at the third-order level the errors

Figure 1. RI-BP86/SVP optimized structure of (H2O)6 (S6).

Table 1. Comparison of the Incremental cc-pVDZ
CCSD(T), CCSD, and MP2 Correlation Energies with the
Canonical Energies for (H2O)6 (tmain ) 3 bohr; dsp ) 4, tcon

) 3 bohr; ethres ) 1 × 10-6 au; core ) 6; RAM ) 800 MB;
fit basis, H, O ) STO-3G; fCCSD(T) ) fCCSD ) fMP2 ) ∞; S6)

method order i th order correction (au) Ecorr(i ) (au)
error

(kcal/mol)

CCSD(T) 1 -1.278313 -1.278313 35.06
2 -0.056613 -1.334926 -0.47

canonical -1.334179
CCSD 1 -1.260129 -1.260129 31.03

2 -0.050369 -1.310497 -0.57
canonical -1.309585
MP2 1 -1.210674 -1.210674 34.15

2 -0.055719 -1.266393 -0.81
canonical -1.265103
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are negligible. To compare the error of the reduced basis
set, we included a calculation with the aug-cc-pVDZ for the
environment. From this we see that the usage of a smaller
basis set does not change the convergence behavior for
CCSD, and CCSD(T) and the errors are of the same order
of magnitude compared to the 6-31G/STO-3G basis in the
environment. Furthermore the calculation with the full basis
set in the environment shows that the incremental expansion
of the diagonalization corrections leads to the correct
canonical energy in this case.

Considering the cc-pVTZ basis set, we have similar
findings (Table 3). The second-order errors are larger, if a

minimal basis is used to model the environment, and they
become much smaller, if we use the unpolarized 6-31G basis
of double-� quality for oxygen. For the aug-cc-pVTZ basis
we find chemical accuracy at the second order of the
incremental expansion with the STO-3G/6-31G fit basis for
the CCSD and the MP2 energies. In this case the canonical
CCSD(T) calculation was infeasible with the 32-bit execut-
able of MOLPRO and 2.4 GB RAM. Since the errors of
CCSD and MP2 are only -0.31 and -0.34 kcal/mol,
respectively, we expect a similar error for the CCSD(T)
energy, too.

The timings of the incremental calculations are calculated
by adding the real time of the client processes and the master
process. Therefore they include the time for all processes
required for the calculation except the time for the HF
calculation in the full basis set. Since the time of the HF
calculation is negligible compared to the time spent in the
CCSD(T) calculation, the timings of the incremental calcula-
tions are directly comparable to the real time of the canonical
calculation. Comparing the timings of the incremental
calculations with the timings of the canonical calculations
(Table 5), we find large improvements in the CPU time,
without significant loss of accuracy. For the CCSD(T)/aug-
cc-pVDZ calculations we find a reduction to less than 3.3%
of the time used in the canonical case (last column), if a

Table 2. Comparison of the Incremental aug-cc-pVDZ CCSD(T), CCSD, and MP2 Correlation Energies with the Canonical
Energies for (H2O)6 (tmain ) 3 bohr; dsp ) 4; tcon ) 3 bohr; ethres ) 1 × 10-6 au; core ) 6; RAM ) 1520 MB; fCCSD(T) ) fCCSD

) fMP2 ) ∞; S6)

fit basis: H, O ) STO-3G fit basis: H ) STO-3G; O ) 6-31G fit basis: aug-cc-pVDZ

method order
correction(i )

(au) Ecorr(i ) (au)
error

(kcal/mol)
correction(i )

(au) Ecorr(i ) (au)
error

(kcal/mol)
correction(i )

(au) Ecorr(i ) (au)
error

(kcal/mol)

CCSD(T) 1 -1.384842 -1.384842 38.37 -1.387153 -1.387153 36.92 -1.391714 -1.391714 34.06
2 -0.063037 -1.447878 -1.18 -0.059193 -1.446346 -0.22 -0.053907 -1.445621 0.23
3 0.002724 -1.445154 0.53 0.000465 -1.445881 0.07 -0.000329 -1.445950 0.03

exact -1.445993 -1.445993 -1.445993
CCSD 1 -1.353862 -1.353862 33.23 -1.356129 -1.356129 31.81 -1.360119 -1.360119 29.30

2 -0.054940 -1.408802 -1.25 -0.051162 -1.407292 -0.30 -0.046544 -1.406663 0.10
3 0.002728 -1.406074 0.46 0.000571 -1.406720 0.06 -0.000124 -1.406787 0.02

exact -1.406814 -1.406814 -1.406814
MP2 1 -1.313124 -1.313124 36.26 -1.314587 -1.314587 35.34 -1.318964 -1.318964 32.59

2 -0.059355 -1.372479 -0.99 -0.056873 -1.371460 -0.35 -0.051761 -1.370726 0.11
3 0.002330 -1.370149 0.48 0.000646 -1.370814 0.06 -0.000181 -1.370906 0.00

exact -1.370907 -1.370907 -1.370907

Table 3. Comparison of the Incremental cc-pVTZ CCSD(T), CCSD, and MP2 Correlation Energies with the Canonical
Energies for (H2O)6 (tmain ) 3 bohr; dsp ) 4; tcon ) 3 bohr; ethres ) 1 × 10-6 au: core ) 6; RAM ) 1520 MB; fCCSD(T) ) fCCSD

) fMP2 ) ∞; S6)

fit basis: H, O ) STO-3G fit basis: H ) STO-3G; O ) 6-31G

method order correction(i ) (au) Ecorr(i ) (au) error (kcal/mol) correction(i ) (au) Ecorr(i ) (au) error (kcal/mol)

CCSD(T) 1 -1.639658 -1.639658 39.16 -1.643736 -1.643736 36.60
2 -0.063213 -1.702870 -0.51 -0.058272 -1.702008 0.03
3 0.001173 -1.701698 0.23

canonical -1.702060 -1.702060
CCSD 1 -1.593649 -1.593649 33.77 -1.597473 -1.597473 31.37

2 -0.054810 -1.648459 -0.63 -0.050153 -1.647626 -0.10
3 0.001242 -1.647217 0.15

canonical -1.647516 -1.647516
MP2 1 -1.564739 -1.564739 38.24 -1.568374 -1.568374 35.96

2 -0.062153 -1.626892 -0.76 -0.057661 -1.626035 -0.23
3 0.001530 -1.625362 0.20

canonical -1.625751 -1.625751

Table 4. Comparison of the Incremental aug-cc-pVTZ
CCSD(T), CCSD, and MP2 Correlation Energies with the
Canonical Energies for (H2O)6 (tmain ) 3; dsp ) 4; tcon ) 3;
ethres ) 1 × 10-6 au; core ) 6; RAM ) 1520 MB; fit basis, H
) STO-3G and O ) 6-31G; fCCSD(T) ) fCCSD ) fMP2 ) ∞; S6)

method order correction(i ) (au) Ecorr(i ) (au) error (kcal/mol)

CCSD(T) 1 -1.678737 -1.678737 -
2 -0.064205 -1.742942 -

CCSD 1 -1.627791 -1.627791 34.25
2 -0.055066 -1.682857 -0.31

canonical -1.682365
MP2 1 -1.603516 -1.603516 38.74

2 -0.062281 -1.665797 -0.34
canonical -1.665256
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STO-3G/6-31G fit basis is used. Since the calculation can
be run in parallel, we end up with a wall time of 1% for this
calculation using four CPUs. If the incremental calculations
are run in the full basis set of the environment, the required
computer times are much larger compared to the reduced
basis set calculations, but still stay below the time for the
canonical calculation for the second and third order. For all
timings of this work we included the wall time of the master
process into the sum of the CPU times, even though it does
not require this time completely. For the 6-31G/STO-3G fit
in the cc-pVTZ basis the wall time is only 0.6% of the time,
needed for the canonical calculation.

A comparison of the disk space requirements for the
canonical and the incremental calculations in different basis
sets is given in Table 5. As one can see from this, the disk
space requirements are significantly reduced, for all incre-
mental calculations. The disk space for the incremental
calculations depend on the order of the expansion, on the

applied fit basis and on the threshold tmain. If the fit basis is
increased, the disk space requirements increase, too. Since
it was sufficient to do a second-order expansion on the water
cluster to obtain chemical accuracy with the larger fit basis,
the disk space requirement is lower compared to the total
STO-3G fitting and a third-order expansion. Finally we
conclude that the incremental scheme can be used to reduce
the disk space requirements significantly.

4.2. (H2O)13. To check the performance of our approach
for larger water clusters, we studied the (H2O)13 cluster as
reported by Bulusu et al.63 (Figure 2). In the small 6-31G**
basis of Pople and co-workers,69,70 we find chemical ac-
curacy at third order for CCSD(T), CCSD, and MP2 using
a STO-3G basis to fit the environment (Table 6). If we use
the unpolarized 6-31G basis for oxygen and the STO-3G on
hydrogen in the environment, we get chemical accuracy
already at the second order of the incremental expansion.
Therefore we conclude that a mixed STO-3G/6-31G basis
set is a good choice to model water clusters with high
accuracy at reduced cost. Since the reference calculation in
the small 6-31G** basis is already very expensive, we were
not able to perform the CCSD(T)/CCSD calculations using
the aug-cc-pVDZ/cc-pVTZ basis sets, whereas the incre-
mental calculations were still feasible (Table 8). From the
previous results we expect that the third-order calculations
provide chemical accuracy for these systems. Therefore we
conclude that the proposed variant of the incremental method
is a useful tool to calculate high-level CCSD(T) energies
for large systems which are not accessible with the standard
approaches.

Figure 3 shows the error of the MP2, CCSD, and CCSD(T)
third-order energies for (H2O)13 with respect to the truncation
parameter f. For f ) 60 all terms where included in the
incremental series which means that larger values of f will
not change the energies for third-order calculations. Since f
) 20 leads to small errors in this case, we use this value to
perform the distance screening.

Table 5. Timings and Disk Space Requirements of the Incremental and Canonical CCSD(T) Calculations for (H2O)6, Using
the MOLPRO Quantum Chemistry Package

wall time total time disk space

method order no. of slaves (s) (%) (s) (%) (GB) (%)

cc-pVDZ
canonicala 1 5842.6 100.0 5842.6 100.0 1.0 100.0
STO-3G fita 2 3 107.6 1.8 260.6 4.5 0.1 8.6

aug-cc-pVDZ
canonicald 1 60860.8 100.0 60860.8 100.0 6.0 100.0
STO-3G fitb 3 7 2279.2 3.7 10493.3 17.2 1.6 26.8
6-31G/STO-3G fitb 3 7 3041.5 5.0 14292.3 23.5 2.1 34.4
6-31G/STO-3G fitb 2 4 613.0 1.0 2022.2 3.3 0.8 13.3
aug-cc-pVDZ fitb,c 3 8 6692.1 11.0 41259.1 67.8
aug-cc-pVDZ fitb,c 2 4 2955.2 4.9 12748.4 20.9

cc-pVTZ
canonicald 1 257026.5 100.0 257026.5 100.0 11.1 100.0
STO-3G fitb 3 7 8800.5 3.4 39230.6 15.3 3.5 31.5
6-31G/STO-3G fitb 2 4 1586.9 0.6 5975.1 2.3 1.7 14.8

aug-cc-pVTZ
canonical (CCSD)d,e 1 406096.4 406096.4 115.4
6-31G/STO-3G fit (CCSD(T))b 2 4 8769.7 31130.3 9.7

a 800 MB RAM. b 1520 MB RAM. c 64 bit executable of MOLPRO of the 2006.1 version. d 2400 MB RAM. e Not enough memory for the
triples calculation.

Figure 2. Structure of the (H2O)13 cluster reported by Bulusu
et al.63
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Considering the timing for the (H2O)13 cluster in Table 7,
we find a reduction of the total CPU time of 94.6% compared
to the canonical calculation for the STO-3G fit. The wall
time is 0.2% on 50 slave PCs. The parallel efficiency as

defined by Pulay and co-workers71 (total CPU time divided
by the product of the wall time and the number of CPUs) is
in this case 65.8%, which is similar to the efficiency reported
by other groups.64,71,72 If we calculate the efficiency with
respect to the canonical calculation:

we get 1218.9%, due to the local approximations. Note that
the master process was included in the total CPU time as well
in the denominator of the efficiency. We want to point out that
the accuracy is still within 1 kcal/mol in this case. Considering
the results of the (H2O)6 cluster, we expect that we will not
meet the high accuracy for calculations with larger basis sets.
If we use the more accurate STO-3G/6-31G fit, we end up with

Table 6. Comparison of the Incremental 6-31G** CCSD(T), CCSD, and MP2 Correlation Energies with the Canonical
Energies for (H2O)13 (tmain ) 2 bohr; dsp ) 4, tcon ) 3 bohr; ethres ) 1 × 10-6 au; core ) 13; RAM ) 800 MB; fit basis, H, O
) STO-3G; fCCSD(T) ) 20 bohr; fCCSD ) 50 bohr; fMP2 ) 50 bohr; C1)

fit basis: H, O ) STO-3G fit basis: H ) STO-3G; O ) 6-31G

method order correction(i ) (au]) Ecorr(i ) (au) error (kcal/mol) correction(i ) (au) Ecorr(i ) (au) error (kcal/mol)

CCSD(T) 1 -2.646002 -2.646002 67.32 -2.669007 -2.669007 52.88
2 -0.105492 -2.751494 1.12 -0.083867 -2.752874 0.26
3 -0.002987 -2.754480 -0.75 -0.000353 -2.753226 0.04

canonical -2.753284 -2.753284
CCSD 1 -2.614089 -2.614089 59.36 -2.635218 -2.635218 46.10

2 -0.094038 -2.708126 0.35 -0.073568 -2.708786 -0.06
3 -0.001472 -2.709598 -0.57 -0.000050 -2.708836 -0.09

canonical -2.708687 -2.708687
MP2 1 -2.506036 -2.506036 65.48 -2.527991 -2.527991 51.71

2 -0.105408 -2.611444 -0.66 -0.083279 -2.611270 -0.55
3 0.000399 -2.611045 -0.41 0.000858 -2.610412 -0.01

canonical -2.610393 -2.610393

Table 7. Timings of the Incremental CCSD(T) Calculations with Respect to the Canonical Ones for (H2O)13, Using the
MOLPRO Quantum Chemistry Package

wall time total time

method order no. of slaves (s) (%) (s) (%)

canonicala 1 1003263.6 100.0 1003263.6 100.0
STO-3G fitb 3 50 1614.0 0.2 54173.6 5.4
6-31G/STO-3G fitc 2 20 4382.8 0.4 79996.5 8.0
6-31G/STO-3G fitc 3 50 5083.2 0.5 193714.6 19.3

a 2650 MB RAM. b 800 MB RAM. c 1520 MB RAM.

Table 8. Incremental CCSD(T), CCSD, and MP2 Correlation Energies for (H2O)13 (tmain ) 2 bohr; dsp ) 4; tcon ) 3 bohr;
ethres ) 1 × 10-7 au; core ) 13; RAM ) 1040 MB; fit basis, H ) STO-3G and O ) 6-31G; fCCSD(T) ) 30 bohr; fCCSD ) 40
bohr; fMP2 ) 40 bohr; C1)

aug-cc-pVDZa cc-pVTZb

method order correction(i ) (au) Ecorr(i ) (au) correction(i ) (au) Ecorr(i ) (au)

CCSD(T) 1 -2.974964 -2.974964 -3.529315 -3.529315
2 -0.138585 -3.113549 -0.138913 -3.668228
3 0.005169 -3.108381 -0.000497 -3.668725

CCSD 1 -2.911434 -2.911434 -3.433496 -3.433496
2 -0.119177 -3.030611 -0.119799 -3.553295
3 0.004951 -3.025661 0.000601 -3.552694

MP2 1 -2.815292 -2.815292 -3.364553 -3.364553
2 -0.128732 -2.944024 -0.136900 -3.501453
3 0.004889 -2.939135 0.003631 -3.497821

a The canonical reference calculations with 533 contracted Gaussian basis functions, 52 correlated occupied orbitals, and 468 virtual
orbitals were not feasible. b The canonical reference calculations with 754 contracted Gaussian basis functions, 52 correlated occupied
orbitals, and 689 virtual orbitals were not feasible.

Figure 3. Error of the MP2, CCSD, and CCSD(T) energy
with respect to the truncation parameter f.

total efficiency ) time of the canonical calculation
product of wall time and no. of CPUs

(9)
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a total CPU time of 8.0% at second order. The wall time is
0.4% on 20 slave PCs and the parallel efficiency 86.9%. The
reason for the larger parallel efficiency is the better ratio between
the number of calculations (91) and the number of slaves (20).
In general the efficiency of our approach will decrease, if the
number of CPUs gets comparable to the number of calculations.
The reason for this is that the time for the calculations of
domains with different size may vary largely. Due to the nature
of the incremental scheme the domain sizes vary largely for
different orders of the incremental expansion; e.g., for one-site
domains of the same size, the size is doubled at second order
and tripled at third order. However, since we have no idle
processes in our approach, it is not very important to optimize
the efficiency defined in this way. The reason why the efficiency
as defined by Pulay may become small in our scheme is just
because the denominator of eq 9 counts contributions of CPUs
which may already compute another job.

Going to the third-order level, we have a total CPU time
of 19.3% and a wall time of 0.5% using 50 slave PCs. This
corresponds to a parallel efficiency of 74.7% and a total
efficiency of 387.0%.

The timing of the STO-3G/6-31G fit is somewhat worse
compared to the timing of the STO-3G fit. However, due to
the higher accuracy and the robustness of the STO-3G/6-
31G fit for larger basis sets we conclude that it is superior
to the STO-3G fit. As judged from the timings and the high
accuracy, we conclude that the proposed approach is a useful
tool to calculate the correlation energies of large systems at
reduced cost.

Since the calculations in the domains can be run inde-
pendently, we conclude that the incremental scheme is
inherently parallel. Therefore it is not necessary to have all
slaves available at the beginning of the calculation, and no
slave has to wait for the other ones. We do not waste CPU
time by idle CPUs; therefore the total CPU efficiency as
defined by Pulay71 is not that important for our incremental
approach. The only process which collects the total data is
the master process. Since our master and slave structure is
build upon the socket++ library, the master process does
not consume much CPU time. On the basis of the improved
timings compared to canonical calculations and the high
accuracy (within 1 kcal/mol) achieved in all cases, we
conclude that our modified variant of the incremental scheme
is probably competitive with the currently proposed parallel
CCSD(T) approaches of Olson et al.64 and Auer et al.72

Although the current pilot implementation is not generally
applicable, we demonstrated for an important class of
chemical systems that the approach considerably improves
the speed of the calculations. In our future research we plan
to use a projection technique to remove the mapping step
for the identification of the domains, in order to make the
approach generally applicable.

If we compare the proposed incremental method with the
approach of Werner and Schütz73 or Head-Gordon and
Subotnik,74 we obtain more accurate correlation energies if
the incremental series is truncated in a proper way. On the
other hand the approach of Werner and Schütz as well as
the approach of Subotnik and Head-Gordon scale linearly
with the system size. Therefore we conclude that the

proposed incremental scheme is somewhat in the middle
between the efficiency of the local coupled cluster methods
and the accuracy of the parallel CCSD(T) implementations.

5. Conclusion

We introduced a new efficient variant of the incremental
scheme to calculate CCSD(T), CCSD, and MP2 correlation
energies of large systems. We demonstrated for CCSD(T),
CCSD, and MP2 energies that chemical accuracy can be
reached at reduced computational cost, if a dual basis set
approach is followed and the incremental expansion is
truncated in a proper way. Furthermore we have shown that
the disk space and memory requirements are reduced
significantly. We have shown that our scheme is systemati-
cally improvable by including higher orders of the expansion
and by applying better basis sets for the description of the
environment orbitals. In addition the approach is inherently
parallel with essentially no loss in CPU time due to
dependencies of the individual processes. Therefore we
conclude that our modified incremental scheme is an alterna-
tive way to calculate high-level correlation energies for large
systems. Although in the current work we only applied the
approach to water clusters, it can also be applied to
hydrocarbons and the glycine tetramer as demonstrated
elsewhere.44
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Abstract: In this study, the aqueous pKa values for 13 neutral, 10 cationic, and 5 anionic carbon
acids, including amino acids, peptides, and related species have been calculated using the
high level ab initio composite procedure, G3MP2+//BMK, combined with solvation energies that
were calculated using the CPCM-(UAKS/UAHF), COSMO-RS, and SM6 continuum models.
The pKas were further calculated using three schemes, namely the direct method and the proton
exchange method as well as the inclusion of an explicit solvent water molecule. The results of
this study indicate that the direct method is unsuitable for computing the pKa of carbon acids,
whereas the other two schemes perform significantly better with varying degrees of success,
depending on the charge of the carbon acid. Specifically, the combination of the proton exchange
scheme and CPCM-UAKS model performed particularly well for neutral species, with mean
absolute deviations (MADs) of ∼1 pKa unit. The ionic species were more problematic, though
the combination of the proton exchange scheme and the SM6 and CPCM-UAKS models
performed reasonably well for the cationic and anionic acids, respectively. The inclusion an
explicit water molecule generally improved the calculated values for anionic carbon acids.

1. Introduction

Carbon acids are ubiquitous in nature and in the chemistry
laboratory. Amino acids and peptides are prominent examples
of carbon acids that occur naturally. It is well-known that
all living organisms synthesize peptides and proteins that
are composed entirely of amino acids in the L-configuration.
However, spontaneous racemization can result in the genera-
tion of D-residues during the life span of the protein. For
example, the accumulation of D-aspartic acid in the brain,1

tooth enamel,2,3 bones,4 and lens proteins5 has been associ-
ated with aging and can contribute to loss of tissue functions.
The relative rates of racemization of different amino acid
residues at proteins have been reported,6,7 and this relates
to the acidity of the R-C-H protons, which depends on the
nature of the amino acid side chain, the amino acid sequence,
and the peptide conformation.

D-Amino acids are also widely found in prokaryotic
(bacteria) peptides and less commonly in eukaryotic peptides,

which are invariably components of venoms.8-15 Contrary
to spontaneous racemization as a result of aging, these
D-amino acids are critical for the biological activity of these
peptides, and specialized enzymes such as racemases and
enolases are used to catalyze the heterolytic cleavage of these
very stable R-C-H bonds. The mechanism as to how enzymes
activate these bonds for proton transfer, i.e. by increasing
the kinetic acidity of these protons, has been a subject of
intense research.16-23

The acidity of R-C-H protons also plays an important role
in chemical synthesis. For example, the carbanions generated
from deprotonation of the R-carbonyl protons of ketones and
aldehydes are routinely used in nucleophilic substitution
reactions for forming carbon-carbon bonds. Cyclic dipep-
tides or diketopiperazines have also been explored as chiral
auxiliaries for the stereoselective synthesis of amino acids,
where regioselective deprotonation of R-C-H protons is
critical.24-26

Clearly, an understanding of substituent effects on the
acidity of the R-C-H protons has important implications in* Corresponding author e-mail: mcoote@rsc.anu.edu.au.
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both biological systems as well as in chemical synthesis. The
acid dissociation constant, pKa, is the most common measure
of the thermodynamic acidity. However, accurate measure-
ments of pKa values are further complicated by the extremely
weak acidity of these carbon protons, with pKa values
typically in the range of 20 or higher.27,28 Thus, very sensitive
methods are required to determine the dissociation constants
of these acids.

In recent years, Richard et al. have pioneered the use of
NMR methods for measuring the pKa values of a wide variety
of carbon acids with different functionalities, viz. carboxylic
acids, esters, amides, derivatives of amino acids, and
heterocycles as well as small peptides in aqueous solu-
tion.17,18,22,29-36 Bordwell et al. have also compiled a large
database of pKa values for various organic acids, including
carbon acids, in DMSO.27,28 This has led to a better
understanding of the substituent effects and the mechanisms
employed by enzymes to accelerate the deprotonation of the
R-protons. For example, pyridoxal 5′-phosphate (PLP) is
known to catalyze carbon deprotonation of R-amino acids
at enzyme active sites by formation of an imine. Through
quantitative measurements of pKa, Richard et al. have found
that a dramatic increase in acidity at the R-carbons, by ∼7
pKa units, may be achieved through the formation of such
an intermediate.22,37

In light of the recent reports on acidity constants for carbon
acids of amino acid derivatives and peptides and their associated
exciting insights into enzymatic mechanisms, the theoretical
calculation of pKa of such carbon acids has become even more
appealing. There has been significant effort targeted at making
reliable predictions of pKa values using quantum chemical
methods. Liptak and Shields utilized the thermodynamic cycle
shown in Scheme 1 in which gas-phase free energies obtained
via high level ab initio methods (e.g., CBS-QB3 and G-n
models) are combined with the solvation free energies obtained
from continuum solvation models.38,39 Despite the intrinsically
larger errors in continuum solvation calculations, the authors
showed that it was possible to predict pKa values of carboxylic
acids to within 0.5 pKa units, presumably due to systematic error
cancelation. More generally, they suggested that accurate pKa

values could be obtained by means of a proton exchange scheme
that allowed for further error cancelation.40 Similar approaches
have been used for calculating the pKa values of carboxylic
acid derivatives,41 alcohols,42 carbenes,43 amines,44 phospho-
ranes,45 substituted phenols,46 and pharmaceutically important
compounds.47 Various assessment and methodology-develop-
ment studies employing large data sets of various neutral and
charged organic and inorganic acids have also been reported.47-52

In general, these studies have found that accurate pKa values

can be obtained through the combination of high-level ab initio
methods with continuum solvation models, particularly when
proton exchange reactions are used.

However, because accurate experimental pKa values for
carbon acids are relatively scarce, far fewer studies have been
carried out to examine the performance of computational
methods on these systems. Brinck et al. have studied the
performance of the polarizable continuum model (PCM) for
the solvation of small aliphatic carbanions in organic solvents
DMF and THF.53 The deviation with experimental values was
found to be quite large (∼20-30 kJ/mol), and this has been
attributed to the neglect of short-range solvent effects in
continuum models. Fu et al. have made use of continuum
solvent model combined with the proton exchange scheme for
the pKa calculation of a large data set of organic molecules,
including carbon acids, in DMSO.51 In their test set, the carbon
acids include ketones and substituted aliphatic systems, and the
calculated values are generally in good agreement with experi-
ment. Gao et al. have also examined the use of continuum
methods and QM/MM-Ewald simulations to calculate the
aqueous pKa of the acetate anion using both direct method and
the proton exchange scheme.54 The authors found that the QM/
MM-ewald protocol yields the best result using the latter
scheme, with calculated values within 2 pKa units of experiment.
However, further testing of this method is necessary to establish
its general applicability to other carbon acids.

In this light, it is thus important to establish whether such
procedures are suitable for the calculation of pKa values for
carbon acids, particularly those in biological systems. In this
study, we wish to examine the performance of several
popular procedures for calculating the pKa of a range of
neutral, cationic, and anionic carbon acids in aqueous
solution. It is also worth highlighting that most of these
molecules are not included in the training sets for the
parametrization of various continuum solvation models and
should therefore provide an objective and rigorous test of
these methods.

2. pKa Calculation Methods

Invariably, most pKa calculations involve the representation
of the acid dissociation process as a sum of several
intermediate steps such as in the thermodynamic cycle shown
below in Scheme 1. By virtue of Hess’s law, the free energy
of acid dissociation in solution, ∆Gsoln, is equal to

∆G*soln )∆G*gas +∆∆G*solv (1)

where ∆∆G*solv ) Σ∆Gsolv,products - Σ∆Gsolv,reactants. The “*”
symbol is used for a standard state of 1 mol/L in any phase.
The Ka and pKa may be obtained through the thermodynamic
relationship

∆G*soln )-RT ln Ka (2)

Eq 1 allows us to decompose the errors in the acidity constant
into a gaseous component, ∆Ggas, and a solvation component,
∆∆Gsolv. Gas-phase energies and hence acidities can now
be calculated with chemical accuracy provided that electron
correlation effects are included through appropriate post-
Hartree-Fock or density functional methods.55-68 Liptak et
al. have found that, for gas-phase energies, the CBS-QB3

Scheme 1. pKa Calculation via the Direct Method
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method gives the most accurate results.38,39 In this study,
we examine the use of various levels of theories, such as
CBS-QB3 and Gn composite methods for calculating ∆Ggas.

However, the situation is much less satisfactory in solution,
mostly due to the difficulty of treating the solvent-solute
interactions rigorously. In particular, the acid dissociation
involves the formation of charged species starting from
neutral molecules. Short-range intermolecular interactions
(e.g., ion-dipole and hydrogen bonding) are considered to
be particularly important in solvation of charged species.
Since these effects are not explicitly taken into account by
continuum solvation models,50,69-71 the direct calculation
of pKa values via the above thermodynamic cycle is likely
to incur significant errors. Two general procedures are used
to remedy this deficiency in continuum solvation models.

First, an isodesmic reaction has been shown to yield very
accurate pKa values ((1 pKa unit) for moderately strong
acids.41,42,72,73 In this study, a proton exchange reaction
between the acid and a reference acid (HR) with known pKa

is considered.

HA(aq)+R-(aq)SHR(aq)+A-(aq); ∆GEX (3)

Since the number of charged species is conserved on both
sides of the equation, one can expect some cancelation of
the errors due to the neglect of short-range solvent effects.
Accordingly, the equilibrium constant, KEX, for reaction 3
can be calculated from eqs 1and 2. The acid dissociation
constant, Ka(HA), can then be determined by the product of
Ka(HR) and KEX. Unfortunately, the success of this approach
depends heavily on the choice of reference acid, with best
results expected if HR is structurally similar to HA. The
accuracy of the calculated value also depends very much on
the accuracy of the experimental Ka(HR).

The second approach involves inclusion of explicit solvent
molecules. There are several variants of this approach,
including the cluster-continuum model51,74 and the implicit-
explicit solvent approach.48 In the latter approach, the pKa

of an acid is calculated via the thermodynamic cycle in
Scheme 2. Based on eq 1, the free energy of acid dissociation
in solution is therefore given by eq 4:

∆Gsoln )∆Ggas +∆Gs(H
+)+∆Gs[(A(H2O)n)

-] -
∆Gs(HA)+ n∆Gvap(H2O) (4)

Kelly et al. have used this thermodynamic cycle to calculate
∆Gsolv and pKa in aqueous solution for a variety of organic
acids and found that the agreement with experiment is
significantly improved when one explicit water molecule was
included in the thermodynamic cycle.48

In this study, we examine the three approaches highlighted
above, namely the direct method, the proton exchange

method, and the implicit-explicit solvent method, for calcu-
lating pKas. The test set of molecules, mainly amino acids
and derivatives, has been compiled from a list of studies that
were mostly conducted by the research group of Ri-
chard’s.20,22,29,30,33-37,75-79 These molecules are further
categorized as neutral, cationic, and anionic as shown in
Figure 1.

3. Theoretical Procedures

Gaussian 03 software80 has been used for all gas-phase ab
initio molecular orbital theory81 and density functional theory
calculations.82 The gas-phase acid dissociation free energy
of several carbon acids has been calculated at the G3MP2,83

G3,62 and CBS-QB384 levels of theory. The Gaussian
methods (G3, G3MP2, and various other modified versions)
approximate QCISD(T) energies with a large triple-� basis
using cheaper QCISD(T)/6-31G(d) calculations in conjunc-
tion with additivity corrections, obtained at the MP2, MP3,
and/or MP4 levels of theory.62,83 The complete basis set
methods (CBS) are a model chemistry that makes use of a
complete basis set extrapolation of the correlation energy,
which is performed at the MP2 level of theory and then
corrected to the CCSD(T) level via additivity corrections.84

These high-level composite procedures have been designed
particularly for the prediction of reliable energies of mol-
ecules in the gas phase and have been demonstrated to
provide an accuracy of 1-2 kcal/mol when assessed against
large test sets of thermochemical data.62,84 In addition to
these standard procedures, calculations were also performed
using the modified procedures, G3+ and G3MP2+, in which
calculations with the 6-31G(d) basis set have been replaced
with the 6-31+G(d) basis set, so as to allow for an improved
description of anionic species.

In their original forms, the G3MP2 and G3 methods both
employ the geometries which are optimized at the MP2(Full)/
6-31G(d) level; CBS-QB3 employs B3-LYP/CBSB7 opti-
mized geometries. However, in the present work we sought
to identify an optimal procedure for the calculation of
geometries that balanced accuracy and computational ex-
pense. To this end, proton affinities of a selection of carbon
acids were first calculated at a consistent level of theory,
MP2(Full)/6-311+G(d, p), using geometries that had been
optimized at various levels of theory. On the basis of this
initial study, the BMK/6-31+G(d) level of theory was
selected for geometry optimizations and frequency calcula-
tions for the remainder of the study. Scale factors for the
BMK/6-31+G(d,p) vibrational frequencies have been used
for the free energy calculations.85

Scheme 2. pKa Calculation with Explicit Water Molecules

Some Biologically Important Carbon Acids J. Chem. Theory Comput., Vol. 5, No. 2, 2009 297



For some of the larger carbon acids such as N3/N4, several
conformations are possible. Because the acids examined in

this study are relatively small, we have performed a grid
search on these molecules. This involves optimization of all

Figure 1. Test set of studied carbon acids.
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possible conformers generated from combinations of rotations
about certain chemical bonds. The rotations were examined
at 120° and 180° resolution for sp2 and sp3 hybridized centers,
respectively. For instance, the rotations examined for the acid
N3/N4 are illustrated where d1 and d2 were examined at
120° and 180° resolution, respectively. The amide bond was
fixed in its thermodynamically preferred trans-configuration.

In an earlier study by Liptak and Shields, the authors
showed that calculations using continuum models on the
lowest energy gas-phase conformer and the conformationally
averaged structure gave comparable results.40 Accordingly,
in this study we only consider the solvation free energies on
the lowest energy gas-phase conformer. The lowest energy
gas-phase optimized geometries and their associated con-
formers are provided in the Supporting Information.

The free energies of solvation were evaluated using several
popular procedures as recommended by several earlier studies
of other types of acid.38,39,43,46 The conductor-polarizable
continuum model (CPCM)86,87 was used to compute solva-
tion free energies at the HF and B3LYP levels of theory in
conjunction with various basis sets. These calculations were
carried out using GAUSSIAN 03 software80 using the radii
of the united atom topological model, optimized for the
Hartree-Fock and DFT methods (UAHF and UAKS), and
default values for the other parameters. All geometries of
the studied species have been optimized fully in the presence
of solvent using different basis sets at the level of HF and
B3LYP.

In addition, the free energies of solvation were also computed
using the COSMO-RS88-90 and SM691 models. The COSMO-
RS model is a variant of the CPCM model (conductor-like
screening model for real solvents) that describes the interactions
in a fluid as local interaction of molecular surfaces, the
interaction energies being quantified by the values of the two
screening charge densities that form a molecule contact.88,89

The resulting energies are presumably more accurate than a
typical PCM calculation because the real character of the solvent
is taken into account and not a simple homogeneous continuum.
The ADF package92 was used to compute the COSMO-RS
solvation free energies on the gas-phase geometries at the BP/
TZP level of theory, with the rest of the parameters (e.g., atomic
cavity radii, radius of the probing sphere, and cavity construc-
tion) kept as default values.92 We have computed the ADF
COSMO-RS solvation free energies for a selection of molecules
and compared them with values obtained from the original
paper,90 where the COSMO-RS model was parametrized
slightly differently. The agreement is generally very good
(within 0.5 kcal/mol), and the data are tabulated in Table S3 in
the Supporting Information.

The SM6 model is based on a generalized born approach
which uses a dielectric continuum to treat bulk electrostatics
effects combined with atomic surface tensions to account for

first shell solvent effects, and it has been shown to give aqueous
solvation free energies accurate to within ∼2 kJ/mol for neutral
species.91 The SM6 free energy of solvation is calculated on
the gas-phase geometries at the B3LYP level using the
GAMESSPLUS program.93

As noted above, the pKa values for the carbon acids in this
assessment study have been calculated using the direct method
and the proton exchange method. In the direct method, we have
used the most recent experimental-theoretical values of -26.3
kJ/mol38 and -1112.5 kJ/mol94 for the gas-phase Gibbs free
energy of H+, Go(g, H+), and solvation energy of H+ in water,
∆Gs

o(H+). Calculation of the gas-phase energies are for a
standard state of 1 atm, but solvation energies use a standard
state of 1 mol/L; therefore, the value of 7.9 kJ/mol which
corresponds to RTln(24.46) has been added to gas-phase
energies in Scheme 1.

4. Results

Gas-Phase Proton Affinities. Although the largest source
of error in pKa calculations is likely to be the treatment of
solvation effects (and how this error is mitigated through the
pKa calculation method), it is nonetheless necessary to ensure
that the chosen electronic-structure procedures used are capable
of delivering accurate gas-phase proton affinities in a cost-
effective manner. To this end, we first investigated the effect
of the level of theory used in the geometry optimization on the
proton affinities for a small selection of neutral, cationic, and
anionic carbon acids. Table 1 shows the proton affinities as
calculated at a consistent level of theory, using geometries
obtained using HF, B3LYP, BMK, and MP2(full) in conjunc-
tion with a variety of basis sets. As shown in Table 1, the proton
affinities calculated on these geometries appear to be relatively
insensitive to the level of theory since significant error cance-
lation is expected in the reaction energies. Even at the lowest
level of theory studied, RHF/6-31+G(d) geometries are
generally within 2 kJ/mol of the corresponding MP2(full)/
6-311+G(d,p) level, though there are some exceptions to this.
The lowest cost procedure that consistently delivered proton
affinities within 1 kJ/mol of the corresponding benchmark level
was BMK/6-31+G(d), hence this procedure has been adopted
for the remainder of the study.

Table 1. Absolute Deviations of Proton Affinitiesa (kJ/mol)
Calculated on Geometry Optimized at Various Levels of
Theory Relative to MP2(full)/6-311+G(d,p)

geometry N1 N3 N4 C4 A4

RHF/6-31+G(d) 0.58 0.31 1.78 2.03 5.04
RHF/6-31+G(d,p) 0.26 0.00 1.75 1.78 4.88
RHF/6-311+G(d,p) 0.86 0.70 0.72 1.40 4.74
B3LYP/6-31+G(d) 2.31 0.55 0.31 0.27 1.16
B3LYP/6-31+G(d,p) 0.70 0.49 0.13 0.20 1.35
B3LYP/6-311+G(d,p) 0.75 0.60 0.08 0.11 1.20
BMK/6-31+G(d) 1.04 0.85 0.32 0.26 0.46
BMK/6-31+G(d,p) 0.84 0.72 0.08 0.02 0.51
BMK/6-311+G(d,p) 1.05 0.84 0.02 0.07 0.28
MP2(full)/6-31+G(d) 0.13 0.15 0.05 0.03 0.24
MP2(full)/6-31+G(d,p) 0.23 0.17 0.42 0.04 0.21
MP2(full)/6-311+G(d,p) 0.00 0.00 0.00 0.00 0.00

a Proton affinities are calculated as Ee(conjugate base) -
Ee(conjugate acid).
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Using the BMK/6-31+G(d) geometries, we then in-
vestigated the accuracy of the various ab initio procedures
for the calculation of the gas-phase acidities. The calcu-
lated and experimental gas-phase proton affinities (as free
energies) are provided in Table 2. The free energies
computed using the various composite methods are all in
good agreement with one another. Furthermore, with the
exception of N1, the calculated values are generally within
the error margins of the experimental values. It has been
acknowledged by Hare et al.95 that the true value for N1
is likely to be on the high side of their experimental value,
which would be in accordance with our calculated values.
To verify this, a more accurate W196 calculation has been
performed on N1, and there is good agreement with the
value calculated from the other composite methods. Thus,
on the basis of accuracy and computational cost, we have
chosen the G3MP2+//BMK method for calculating the
gas-phase free energies of the carbon acids in this study
and estimate that the gas-phase errors associated with this
level of theory are of the order of 5 kJ mol-1 (i.e., chemical
accuracy).

We were also interested in whether there is any correlation
between the gas-phase and solution acidities. As shown in
Figure 2, there is a relatively strong linear correlation between
gas-phase and aqueous acidities for the neutral carbon acids
(r2 ) 0.68 and pKa ) 0.12 ·∆Ggas - 148.6). Of greater interest
is that substituent effects on aqueous acidities are also mani-
fested in the gas-phase data. Specifically, the activating effect
of the N-acetyl group is clearly seen in N9 (cf. N8) and N6 (cf.
N5), where the electron-withdrawing group is expected to
stabilize the adjacent carbanionic charge via inductive effects.36

The experimental pKa of N9, N8, N6, and N5 are 33, 36, 14.5,

and 18.7, and their corresponding gas-phase acidities (∆Ggas)
are 1531, 1577, 1431, and 1496 kJ/mol, respectively. The
weaker aqueous acidity of an R-carbonyl proton in an amide
compared to an ester is also mirrored in the gas-phase data. A
similarly strong correlation was observed in the cationic systems
(r2 ) 0.71), although a somewhat weaker correlation was
observed in the anionic systems (r2 ) 0.33). Presumably, this
is due to the divalent anionic conjugate bases of these acids
where the solvation energies are expected to dominate the trends
in aqueous acidities.

Solvation Energies and pKa Values. Having identified
suitable electronic structure methods for calculating the gas-
phase proton affinities, these procedures were then used in
conjunction with a variety of solvation models to calculate the
corresponding pKa values. In calculating the solvation energies
and pKa values, there are a number of additional variables to
consider, including the choice of solvation model, the level of
theory at which it is applied, whether or not explicit solvent
molecules are included in the calculation, and whether the pKa

value is calculated via a direct or proton exchange approach.
To simplify the experimental design, in this section we consider
only the CPCM model and study the effect of level of theory
on the (directly calculated) pKa values. Then, having selected
an appropriate level of theory for the solvation energy calcula-
tions, in subsequent sections we explore the effect of solvation
model, pKa calculation method on the accuracy of the results.

Table 3 shows the pKa values for a selection of neutral,
anionic, and cationic carbon acids, in which the gas-phase
energies were calculated at a consistent high level of theory
(G3MP2+//BMK), and solvation energies were calculated
using CPCM at various levels of theory. The geometry was
fully optimized in the presence of solvent at each of the
studied levels of theory. As shown in Table 3, increasing
the basis set has a minimal effect on the accuracy of the pKa

for the neutral, cationic, and anionic carbon acids, and the
smaller basis set 6-31+G(d) is sufficient for the solvation
free energy calculations. However, there are significant
differences between the CPCM results at the HF and B3LYP
levels of theory in a number of acids (such as N6 and A4),
and thus both methods are retained for the remainder of the
study.

The COSMO-RS model in ADF has been parametrized
to some extent, and the BP/TZP level of theory was used as
recommended.92 The SM6 is a density functional theory
continuum solvation model and can be used in conjunction
with any good density functional, including the mPW0,
B3LYP, and B3PW91 functionals.91 As such, the SM6
solvation free energies have been computed at the B3LYP/

Table 2. Experimental and Calculateda Gas-Phase Free Energies (kJ/mol) of the Deprotonation Reaction at 298 K

level of theory acetamide (N1) N-methylpyrazole N-methylimidazole 1,3-dimethyluracilb

G3MP2//BMK 1551.8 (24.6) 1574.8 (2.1) 1583.5 (7.2) 1540.3 (3.6)
G3MP2+//BMK 1553.7 (26.5) 1576.5 (0.4) 1585.0 (5.7) 1540.3 (3.6)
G3//BMK 1554.1 (26.9) 1577.2 (0.3) 1586.6 (4.1) 1541.7 (2.2)
G3+//BMK 1555.3 (28.1) 1577.6 (0.7) 1586.3 (4.4) 1542.1 (1.8)
CBS-QBMK 1554.9 (27.7) 1577.9 (1.0) 1585.6 (5.1) 1539.6 (4.3)
W1/BMK 1554.0 (26.8) – – –
experimental 1527.2 ( 12.695 1576.9 ( 2.9100 1590.7 ( 4.2100 1543.9 ( 8.4101

a Based on BMK/6-31+G(d) optimized geometries and BMK/6-31+G(d,p) scaled frequencies. Absolute deviation from experiment in
parentheses. b ∆Hacid.

Figure 2. The correlation between gas-phase (G3MP2+//
BMK/6-31+G*) and aqueous acidities of neutral carbon
acids. Least-squares correlation pKa ) 0.12∆Ggas - 148.55
(r ) 0.68).
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6-31+G(d) level of theory. Having selected appropriate
levels of theory for the gas- and solution-phase calculations,
we now examine the effects of solvation model and pKa

calculation method on the accuracy of the results for the
neutral, cationic, and anionic acids. These results, including
mean absolute deviation (MAD), maximum absolute devia-
tions (ADmax), and signed errors (in parentheses), are
presented in Tables 4, 5 and 7, respectively. It should be
noted that the MAD for the proton-exchange pKa values also

provides a measure of the accuracy of the relatiVe values of
pKa, as obtained by the direct method.

5. Discussion

Neutral Carbon Acids. Shown in Table 4 are the
calculated acid dissociation constants for the neutral carbon
acids using the direct and proton exchange methods. In the
latter approach, acetamide was chosen as the reference acid.

Table 3. Aqueous pKa Values for Selected Neutral, Cationic, and Anionic Carbon Acids Calculated Using CPCM Solvent
Models with Various Basis Sets at 298 Ka

method level of theory N1 N2 N6 C1 C2 A1 A3 A4

CPCM B3LYP/6-31+G(d) 35.6 37.0 21.4 24.6 24.0 43.6 38.9 42.0
CPCM B3LYP/6-31+G(d,p) 35.7 37.1 21.5 24.8 24.1 43.7 39.1 42.2
CPCM B3LYP/6-311+G(d,p) 35.4 36.9 21.4 23.5 24.0 42.8 38.5 41.8
CPCM HF/6-31+G(d) 35.3 36.3 16.9 25.0 24.4 42.5 40.5 39.8
CPCM HF/6-31+G(d,p) 35.3 36.4 17.1 25.2 24.6 42.0 40.5 39.9
CPCM HF/6-311+G(d,p) 35.2 36.4 17.2 25.2 24.4 41.7 40.3 39.7

a All associated gas-phase calculations performed using the G3MP2+//BMK/6-31+G(d) level of theory. pKa values calculated via the
direct method. B3LYP calculations used UAKS radii; HF calculations used UAHF radii.

Table 4. Calculateda and Experimental Aqueous Acid Dissociation Constants at 298 K for Neutral Carbon Acidsb

direct method proton exchange methodcarbon
acid CPCM/UAKS CPCM/UAHFc COSMO-RSd SM6 CPCM/UAKS CPCM/UAHFc COSMO-RSd SM6 expt

N1 35.6 (7.2) 35.3 (6.9) 28.6 (0.2) 28.1 (-0.3) reference reference reference reference 28.4 ( 0.533

N2 37.0 (7.6) 36.3 (6.9) 31.7 (2.3) 28.5 (-0.9) 29.8 (0.4) 29.4 (0.0) 31.5 (2.1) 28.8 (-0.6) 29.4 ( 0.533

N3 35.9 (6.8) 39.3 (10.2) 31.2 (2.1) 29.5 (0.4) 28.6 (-0.5) 32.3 (3.2) 31.0 (1.9) 29.8 (0.7) 29.136

N4 32.1 (8.2) 35.9 (12.0) 24.7 (0.8) 25.8 (1.9) 24.9 (1.0) 29.0 (5.1) 24.5 (0.6) 26.1 (2.2) 23.936

N5e 25.6 (6.9) 21.8 (3.1) 22.8 (4.1) 20.5 (1.8) 18.4 (-0.3) 14.9 (-3.8) 22.7 (4.0) 20.8 (2.1) 18.736

N6 21.4 (6.9) 16.9 (2.4) 16.7 (2.2) 17.7 (3.2) 14.2 (-0.3) 10.0 (-4.5) 16.5 (2.0) 18.0 (3.5) 14.536

N7 38.4 (8.4) 38.2 (8.2) 35.6 (5.6) 32.5 (2.5) 31.1 (1.1) 31.2 (1.2) 35.5 (5.5) 32.8 (2.8) ∼3077

N8 44.3 (8.3) 42.8 (6.8) 48.0 (12.0) 39.9 (3.9) 37.1 (1.1) 35.9 (-0.1) 47.9 (11.9) 40.2 (4.2) ∼3678

N9 41.3 (8.3) 40.6 (7.6) 41.3 (8.3) 36.1 (3.1) 34.1 (1.1) 33.7 (0.7) 41.2 (8.2) 36.4 (3.4) ∼3378

N10e 41.7 (9.7) 41.2 (9.2) 40.2 (8.2) 36.2 (4.2) 34.4 (2.4) 34.3 (2.3) 40.1 (8.1) 36.5 (4.5) 32 ( 277

N11e 38.1 (6.1) 35.7 (3.7) 39.1 (7.1) 36.0 (4.0) 30.8 (-1.2) 28.8 (-3.2) 38.9 (6.9) 36.3 (4.3) 32 ( 277

N12 33.9 (8.3) 33.4 (7.8) 28.3 (2.7) 24.7 (-0.9) 26.6 (1.0) 26.4 (0.8) 28.2 (2.6) 25.0 (-0.6) 25.6 ( 0.530

N13 29.7 (7.1) 27.9 (5.3) 23.4 (0.8) 18.8 (-3.8) 22.4 (-0.2) 21.0 (-1.6) 23.2 (0.6) 19.1 (-3.5) 22.679

ADmax 9.7 12.0 12.0 4.2 2.4 5.1 11.9 4.5 –
MAD 7.7 6.9 4.3 2.4 0.9 2.2 4.5 2.7 –

a Signed errors are shown in brackets. b All associated gas-phase calculations performed using the G3MP2+//BMK/6-31+G(d) level of
theory. All solvation energy calculations performed at the B3LYP/6-31+G(d) level of theory unless noted otherwise. c Solvation energy
calculations performed at the HF/6-31+G(d) level of theory. d Solvation energy calculations performed at the BP/TZP level of theory.
e MP2/6-31+G(d) geometries, frequencies, and corresponding scale factors were used due to convergence problems during geometry
optimization.

Table 5. Calculateda and Experimental Aqueous Acid Dissociation Constants at 298 K for Cationic Carbon Acidsb

direct method proton exchange methodcarbon
acid CPCM/UAKS CPCM/UAHFc COSMO-RSd SM6 CPCM/UAKS CPCM/UAHFc COSMO-RSd SM6 expt

C1 24.6 (3.6) 25.0 (4.0) 27.2 (6.2) 26.2 (5.2) reference reference 25.3 (4.3) reference 21 ( 134

C2 24.0 (6.0) 24.4 (6.4) 19.9 (1.9) 24.5 (6.5) 20.4 (2.4) 20.5 (2.5) reference 19.3 (1.3) 18 ( 134

C3 18.9 (4.9) 17.4 (3.4) 13.5 (-0.5) 17.2 (3.2) 15.3 (1.3) 13.5 (-0.5) 11.6 (-2.4) 12.0 (-2.0) 14 ( 122

C4 23.7 (2.7) 24.5 (3.5) 25.5 (4.5) 28.4 (7.4) 20.1 (-0.9) 20.6 (-0.4) 23.6 (2.6) 23.3 (2.3) 21 ( 175

C5 24.4 (0.6) 22.0 (-1.8) 26.6 (2.8) 30.9 (7.1) 20.8 (-3.0) 18.0 (-5.8) 24.7 (0.9) 25.7 (1.9) 23.8 ( 0.529

C6 24.1 (1.1) 24.4 (1.4) 24.1 (1.1) 29.7 (6.7) 20.5 (-2.5) 20.5 (-2.5) 22.2 (-0.8) 24.6 (1.6) 23.0 ( 0.529

C7 21.6 (0.0) 22.3 (0.7) 21.4 (-0.2) 24.9 (3.3) 18.0 (-3.6) 18.4 (-3.2) 19.5 (-2.1) 19.8 (-1.8) 21.6 ( 0.529

C8 28.8 (-4.2) 28.6 (-4.4) 29.0 (-4.0) 32.3 (-0.7) 25.2 (-7.8) 24.6 (-8.4) 27.1 (-5.9) 27.2 (-5.8) 33 ( 276

C9 30.8 (-3.2) 30.8 (-3.2) 32.1 (-1.9) 36.9 (2.9) 27.2 (-6.8) 26.9 (-7.1) 30.2 (-3.8) 31.7 (-2.3) 34 ( 276

C10 29.8 (-3.2) 29.6 (-3.4) 31.3 (-1.7) 36.7 (3.7) 26.2 (-6.8) 25.6 (-7.4) 29.4 (-3.6) 31.5 (-1.5) 33 ( 276

ADmax 6.0 6.4 6.2 7.4 7.8 8.4 5.9 5.8 –
MAD 2.9 3.2 2.5 4.7 3.9 4.2 2.9 2.3 –

a Signed errors are shown in brackets. b All associated gas-phase calculations performed using the G3MP2+//BMK/6-31+G(d) level of
theory. All solvation energy calculations performed at the B3LYP/6-31+G(d) level of theory unless noted otherwise. c Solvation energy
calculations performed at the HF/6-31+G(d) level of theory. d Solvation energy calculations performed at the BP/TZP level of theory.
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Using the direct method, the mean absolute deviation (MAD)
from experiment for CPCM-UAKS and CPCM-UAHF are
in excess of 7 pKa units, which is unacceptably large. On
the other hand, the COSMO-RS and, in particular, the SM6
model perform significantly better with MADs of 4.3 and
2.4, respectively.

As mentioned earlier, gas-phase free energies calculated
using high-level composite methods have an intrinsic error
of about 5 kJ/mol. On the other hand, a recent assessment
study conducted by Houk et al. also showed that the MADs
in the CPCM free energy of solvation are ∼5 kJ/mol and
∼16 kJ/mol for neutral and anionic species, respectively.52

Assuming that these errors are additive, a crude estimate of
the error in ∆Gsoln for the overall reaction, as calculated via
the direct method, would be about 25 kJ/mol energy or
approximately 5 pKa units. On this basis, we note that the
MADs in Table 4 are in the right range.

It is interesting to note that COSMO-RS performed quite
poorly for carbon acids N7 to N11 (AD > 6) but otherwise
performs rather well, with calculated values within ∼2 units
of experiment. The conjugate bases of these acids are
somewhat different due to the absence of an adjacent
carbonyl group resulting in a highly localized anionic charge
at the R carbon. Very recently, Eckert and co-workers have
attempted to use the COSMO-RS model for calculating the
pKa of carbon acids in acetonitrile.97 The authors noted that
the COSMO-RS model performed better on acids that
produced anions with delocalized charges as they are less
affected by solvation. Conversely, the short-range interactions
in the solvation of anions with localized charges are not fully
accounted for in the COSMO-RS model.97 In this light, we
examined the atomic charge on the anionic carbon, which
has a formal charge -1, using multipole derived charge
analysis98 (as implemented in ADF) to assess the degree of
charge delocalization in these species. These charges are
tabulated in Table 6. As shown, the atomic charges on the
anionic carbon in the conjugate bases of N7 to N11 are
negative, whereas the corresponding charges in the other
acids are ∼+0.3, indicating a high degree of charge
delocalization in the latter and further supports the argument
by Eckert and co-workers.

In the proton exchange method, marked improvement in
the MADs was observed for all of the solvation models,
except COSMO-RS and SM6, where the MAD is similar in
both approaches. The performance of the CPCM-UAKS
model is most noteworthy, with an MAD and ADmax of about
1 and 2.5 pKa units, respectively. Moreover, the neutral
carbon acids studied here included both cyclic and acyclic
systems with a range of functionalities (amides, amines, and
ketones), and the performance of the CPCM-UAKS model
was relatively insensitive to these structural variations. Thus,
when used in conjunction with a proton exchange scheme,
this model should provide a useful strategy for accurate pKa

calculation of a wide range of neutral carbon acids in
biological systems as well as in chemical synthesis.

The success of the proton exchange scheme relies on
several factors. First, the accuracy of the experimental pKa

of the reference acid is critical since any errors in the
experimental data would propagate into the calculations.
Acetamide was chosen as the reference acid for the present
study as it is the smallest neutral carbon acid and has a
relatively small experimental uncertainty of (0.5 pKa units.
Second, the errors in the solvation model must be systematic,
i.e. it needs to consistently over- or underestimate the
experimental values so as to allow for optimal error cancel-
lation. In practice, this would involve choosing a reference
acid that is structurally similar to the carbon acid of interest.
For example, one would not choose a cationic acid as a
reference for a neutral carbon acid since the magnitude and
sign of the errors incurred by the continuum solvation model
is likely to be very different for the two species. As shown
in Figure 3, there is a very strong correlation (r2 ) 0.98)
between the experimental pKa and those calculated using the
direct approach (CPCM-UAKS). The unsigned errors in
Table 4 also indicate that this approach systematically
overestimates the pKas of the neutral carbon acids. As such,
a marked improvement is obtained using the proton exchange
scheme. On the other hand, using the COSMO-RS and SM6
models, the errors in the direct method are less systematic,
and, depending on the choice of reference, the use of a proton
exchange reaction reduces the errors in only some of the
species of the test set.

Cationic Carbon Acids. Shown in Table 5 are the
calculated acid dissociation constants for the cationic acids
using the direct and proton exchange methods, respectively.
In contrast to the neutral acids, inspection of the MAD values
reveal that the direct method performs better for cationic
systems, with MADs generally under 3 pKa units across the
various solvation models. Unfortunately, the method still fails
in several cases, such as in carbon acid C2, which accounts
for the ADmax of >5 pKa units in the CPCM models. Closer
inspection of the data reveals that the smaller MAD observed
in these systems is partly due to the good agreement between
the calculated and experimental values for carbon acids C5,
C6, and C7, where the agreement is generally within 1 pKa

unit. It is also interesting to note that the good performance
of the SM6 model on neutral systems is not reflected in the
cationic carbon acids.

The COSMO-RS model, which performed best for these
species, has an MAD and ADmax of 2.5 and 6.2, respectively.

Table 6. Multipole Derived Atomic Charges Computed at
the BP/TZP Level of Theory

carbon
acid

atomic
chargea

formal
charge

carbon
acid

atomic
chargeb

formal
charge

N1 +0.33 -1 C1 +0.6 +1
N2 +0.28 -1 C2 -0.53 +1
N3 +0.32 -1 C3 -0.15 +1
N4 +0.33 -1 C4 +0.25 +1
N5 +0.30 -1 C5 -0.10 +1
N6 +0.27 -1 C6 -0.42 +1
N7 -0.27 -1 C7 -0.46 +1
N8 -0.36 -1 C8 -0.45 +1
N9 -0.32 -1 C9 -0.42 +1
N10 -0.29 -1 C10 -0.42 +1
N11 -0.34 -1 – – –
N12 +0.36 -1 – – –
N13 +0.27 -1 – – –

a Atomic charge on the R carbon of the conjugate base of the
neutral carbon acid. b Atomic charge on the nitrogen adjacent to
the R carbon in the cationic acid.
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Furthermore, we observed that the method performed rather
well for most of the carbon acids with the exception of C1
and C4, which might be related to charge distribution in these
systems. The atomic charges for the nitrogen with a formal
+1 charge are tabulated in Table 6 where it is seen that the
cationic charge is strongly localized in C1 and C4; all the
other systems exhibit negative charges on the nitrogen
adjacent to the R carbon. The poorer performance of the
COSMO-RS in these two carbon acids is thus consistent with
our earlier observations in the neutral systems. Accordingly,
it appears that neutral and cationic carbon acids are amenable
to moderately accurate pKa calculations (∼2 pKa unit of
experiment) using the COSMO-RS solvation model provided
the charges on these systems are ‘sufficiently delocalized’.
Admittedly, a consistent and direct measurement of charge
delocalization is required for the appropriate application of
the COSMO-RS model. In this work, we have used the sign
of the atomic charge for this purpose; however, more
extensive studies need to be carried out to establish the
general applicability of this approach.

It should also be brought to the readers’ attention that the
discrimination between localized and delocalized systems is
not observed in the other solvation models. This may be
attributed to the different approaches adopted by the various
models to account for explicit intermolecular interactions.
For example, the CPCM-UAHF model indirectly accounts
for these effects by utilizing cavity radii optimized at the
HF/6-31G(d) level of theory,99 whereas the SM6 model uses
different parameters such as atomic surface tensions and a
different set of atomic radii that are fitted against a much
larger data set of experimental solvation free energies.91 In
this light, we have chosen glycine methyl ester (C1) as the

reference acid for the CPCM and SM6 models and betaine
methyl ester (C2) for the COSMO-RS model in the proton
exchange approach.

As mentioned earlier, the success of the proton exchange
scheme depends on the nature of the errors incurred in the
solvation models. Inspection of the signed errors in direct
approach suggest that these errors are specific to the
functionality of the carbon acid; the CPCM model overes-
timates the acidity constants for C1 to C4 (amino acids) and
underestimates the values for C8 to C10 (pyriminidiums).
This observation is in contrast to the neutral systems.
Accordingly, the proton exchange method has resulted in
an increase in the MAD of the CPCM solvation models.
Specifically, the choice of glycine methyl ester, C1, as the
reference acid resulted in reasonably accurate results for
carbon acids C2, C3, and C4 but led to deviations that are
much larger than those encountered using the direct method
for the remaining carbon acids C5 to C10.

On the other hand, the SM6 model appears to perform
better in the proton exchange scheme. In the direct method,
the SM6 method consistently overestimates the experimental
pKas, and the proton exchange reaction ameliorates some of
this error, reducing the MAD from 4.7 to ∼2 pKa unit. The
performance of the COSMO-RS model in the exchange
scheme is less satisfactory because of its sensitivity to the
charge distribution in these acids. On the basis of these
results, the combination of the SM6 model and a proton
exchange scheme is most likely to give the best results.

Anionic Carbon Acids. The data for the anionic acids
are summarized in Table 7. The performance of the direct
method is clearly unsatisfactory for these systems. In
particular, the CPCM model consistently overestimates the
pKa by ∼10, suggesting that the solvation free energies of
divalent anions are significantly underestimated. Interestingly,
despite the high charge density of the divalent anions, the
COSMO-RS model faired reasonably well, with MAD of
∼3, although its performance was less consistent, as was
the SM6 model.

In the proton exchange scheme, A3 was used as the
reference acid. Not surprisingly, there is an enormous
improvement in the CPCM values, where the MADs were
reduced to 2 or less. This result is encouraging in view of
the much larger errors incurred by continuum models for
multi-valent ions. For reasons explained earlier, the proton
exchange scheme was less effective when used in combina-
tion with the COSMO-RS and SM6 models.

Table 7. Calculateda and Experimental Aqueous Acid Dissociation Constants at 298 K for Anionic Carbon Acidsb

direct method proton exchange methodcarbon
acid CPCM/UAKS CPCM/UAHFc COSMO-RSd SM6 CPCM/UAKS CPCM/UAHFc COSMO-RSd SM6 expt

A1 43.6 (9.6) 42.5 (8.5) 35.4 (1.4) 26.1 (-7.9) 35.0 (1.0) 32.3 (-1.7) 38.8 (4.8) 31.7 (-2.3) ∼3420

A2 26.4 (9.4) 23.5 (6.5) 11.8 (-5.2) 12.9 (-4.1) 17.8 (0.8) 13.3–(-3.7) 15.1 (-1.9) 18.6–(1.6) 17102

A3 38.9 (8.6) 40.5 (10.2) 26.9 (-3.4) 24.6 (-5.7) reference reference reference reference 30.336

A4 42.0 (11.2) 39.8 (9.0) 30.7 (-0.1) 30.5 (-0.3) 33.4 (2.6) 29.6–(-1.2) 34.1 (3.3) 36.1 (5.3) 30.836

A5 44.9 (11.4) 42.3 (8.8) 36.7 (3.2) 20.6 (-12.9) 36.3 (2.8) 32.1 (-1.4) 40.1–(6.6) 26.3 (-7.2) 33.533

ADmax 11.4 10.2 5.2 12.9 2.8 3.7 6.6 7.2 –
MAD 10.1 8.6 2.7 6.2 1.8 2.0 4.2 4.1 –

a Signed errors are shown in brackets. b All associated gas-phase calculations performed using the G3MP2+//BMK/6-31+G(d) level of
theory. All solvation energy calculations performed at the B3LYP/6-31+G(d) level of theory unless noted otherwise. c Solvation energy
calculations performed at the HF/6-31+G(d) level of theory. d Solvation energy calculations performed at the BP/TZP level of theory.

Figure 3. The correlation between experimental and calcu-
lated (direct and proton exchange methods using CPCM/
UAKS model) aqueous acidities of neutral carbon acids at 298
K. Least-squares correlation for (a) direct method:
pKa(Calc))1.06pKa(Expt) + 6.03; r 2) 0.98 and (b) proton
exchange method: pKa(Calc))1.06pKa(Expt) - 1.19; r2) 0.98.
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Given these problems, we examined whether the results
could be improved through the inclusion of an explicit water
molecule as shown in Scheme 2. Previously, Kelly and co-
workers have reported some success using this approach for
the divalent carbonate anion.48 The configuration of the aqua-
complexes has been chosen such that the water molecule is
hydrogen bonded to the carbonyl oxygen and/or the R carbon
where the anionic charge is likely to reside based on
resonance structures. Where several configurations are pos-
sible, the lowest energy gas-phase conformer was used.

Table 8 shows the results obtained for the anionic carbon
acids using the combined SM6 implicit-explicit solvent
approach (Scheme 2). As shown, adding a single water
molecule to the anion significantly improves the calculated
values, where the MAD is reduced to 2.2 as compared to
6.2 for the direct method. Despite the promise of this
approach, there are other issues relating to the number of
water molecules to add and the conformational sampling
problems associated with larger ion-clusters. In particular,
we note that this approach led to a larger deviation for carbon
acids A4 and A5, and the agreement is likely to worsen with
the addition of more water molecules.

6. Conclusions

There are a wide variety of carbon acids in biological
systems, including amino acids, peptides, esters, and ketones,
which exist in neutral, charged, and zwitterionic forms. As
such, the computation of accurate pKa values of these acids
poses a serious challenge for continuum models since their
solvation patterns are very different. We find that gas-phase
acidities can be accurately obtained using G3MP2+//BMK/
6-31+G(d); however, solvation energies are subject to much
larger errors. In particular, the direct approach (Scheme 1)
yields unacceptably large errors for all three categories of
carbon acids in this study.

Nevertheless, the pKa values of neutral carbon acids can
be accurately obtained to within ∼1 unit of experiment via

the combination of a proton exchange scheme with the
CPCM-UAKS solvation model. Furthermore, the accuracy
of this approach is not sensitive to the structure of the
(neutral) reference acid and should therefore be useful for
the pKa calculation of a wide range of neutral carbon acids.
Alternatively, moderately accurate results may be obtained
through the direct approach using the SM6 and COSMO-
RS solvent models.

Ionic carbon acids are more problematic, where the success
of the proton exchange scheme is highly sensitive to the
choice of reference acid. This limits the applicability of this
approach for studying charged carbon acids. For cationic
systems, the SM6 model combined with a proton exchange
scheme delivered the best results. For anionic acids, the
combination of the proton exchange scheme with the CPCM-
UAKS model also gave reasonably good results, and the
addition of an explicit water molecule using the SM6 model
significantly improved the computed pKas for anionic acids
(∼3 fold reduction in MAD) compared to using the direct
method.

Admittedly, the pKa calculation strategies that have
emerged from this work are somewhat ad hoc, as they do
not directly address the problems associated with the
solvation of ionic species. Nevertheless, it is also intended
that this work helps to identify limitations of present
continuum solvation models and to spur further research
aimed at improving the presented results. In this regard we
note that the COSMO-RS model provided the best overall
performance in the direct method pKa calculations in all three
classes of carbon acids, although there are problems associ-
ated with ionic species having highly localized charges. As
noted before, the COSMO-RS model is a more sophisticated
variant of the CPCM model and takes the real character of
the solvent (rather than a simple continuum) into account.
Thus, its success could possibly indicate the importance of
explicit consideration of real character of the solvent in the
future development of solvation models beyond the con-
tinuum approximation.
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Diedenhofen, M. J. Comput. Chem. 2008, . in press.

(98) Swart, M.; Duijnen, P. T. v.; Snijders, J. G. J. Comput.
Chem. 2001, 22, 79.

(99) Barone, V.; Cossi, M.; Tomasi, J. J. Chem. Phys. 1997, 107,
3210.

(100) Villano, S. M.; Gianola, A. J.; Eyet, N.; Ichino, T.; kato, S.;
Bierbaum, V. M.; Lineberger, W. C. J. Phys. Chem. A 2007,
111, 8579.

(101) Kurinovich, M. A.; Lee, J. K. J. Am. Soc. Mass. Spectrom
2002, 13, 985.

(102) Chiang, Y.; Kresge, A. J.; Pruszynski, P. J. Am. Chem. Soc.
1992, 114, 3103.

CT800335V

306 J. Chem. Theory Comput., Vol. 5, No. 2, 2009 Ho and Coote



Evaluation of Electronic Coupling in Transition-Metal
Systems Using DFT: Application to the Hexa-Aquo

Ferric-Ferrous Redox Couple

Agostino Migliore,* Patrick H.-L. Sit,* and Michael L. Klein

Center for Molecular Modeling and Department of Chemistry, UniVersity of
PennsylVania, 231 South 34th Street, Philadelphia, PennsylVania 19104-6323

Received August 16, 2008

Abstract: We present a density-functional theory (DFT) approach, with fractionally occupied
orbitals, for studying the prototypical ferric-ferrous electron-transfer (ET) process in liquid water.
We use a recently developed ab initio method to calculate the transfer integral (also named
electronic-coupling or ET matrix element) between the solvated ions. The computed transfer
integral is combined with previous ab initio values of the reorganization energy, within the
framework of Marcus’ theory, to estimate the rate of the electron self-exchange reaction. The
self-interaction correction incorporated (through an appropriate treatment of the electronic
correlation effects) into a Hubbard U extension to the DFT scheme leads to a theoretical value
of the ET rate relatively close to an experimental estimate from kinetic measurements. The use
of fractional occupation numbers (FON) turned out to be crucial for achieving convergence in
most self-consistent calculations because of the open-shell d-multiplet electronic structure of
each iron ion and the near degeneracy of the redox groups involved. We provide a theoretical
justification for the FON approach, which allows a description of the chemical potential and
orbital relaxation, and possible extension to other transition-metal redox systems. Accordingly,
the methodology developed in this paper, which rests on a suitable combination of Hubbard U
correction and a FON approach to DFT, seems to offer a fruitful approach for the quantitative
description of ET reactions in biochemical systems.

1. Introduction

ET reactions play an essential role in inorganic and organic
redox chemistry. In particular, a wide variety of reactions
relevant to chemistry and molecular electronics involve
nonadiabatic ET processes.1 The Fe2+-Fe3+ redox couple
is an archetypal system for the theoretical analysis of
homogeneous ET reactions2-6 and is relevant in many
practical contexts, such as corrosion studies and environ-
mental remediation strategies.7-9

ET reactions are characterized by means of their rate
constants (conductance in molecular electronics applica-
tions10) and the relevant electron-tunneling pathways. Within
the general context of Marcus’ ET theory,11 the rate constant

of nonadiabatic ET reactions is essentially controlled by three
key quantities: the reorganization energy (i.e., the free energy
change due to the nuclear rearrangement that follows the
ET process), the nuclear frequency factor (the frequency of
the crossover through the transition-state barrier), and the
electronic transmission coefficient or electronic factor. The
latter can be strongly dependent on the transfer integral,12

which is the effective electronic coupling between the donor
and acceptor redox groups. In particular, according to the
Landau-Zener model13,14 the electronic factor is proportional
to the square modulus of the transfer integral for ET reactions
in the nonadiabatic limit.

The resultant expression of the nonadiabatic electron-
transfer rate at a given temperature depends on the reorga-
nization energy and the transfer integral. The latter provides
a compact link between the ET rates and the electronic
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properties of the interacting redox groups. Since electronic
structure plays a pivotal role in determining the kinetics of
ET reactions,15 considerable effort has been devoted to
computing electronic couplings by means of several quantum
chemical methods.16-23 Nevertheless, transfer integrals are
often very small and thus difficult to compute with high
accuracy. As to the system under study, an accurate estima-
tion of the electronic coupling is further complicated by the
multiplet nature of the system. Moreover, it is expected5 that
the transfer integral, and the ET rate, is sensitive to the
configuration of the solvation water molecules around the
two metal ions. In fact, water molecules can have a dramatic
effect on the ET kinetics, resulting from the interplay24,25

between the water-ion electrostatic interactions (which can
either promote or oppose the electron transfer as a conse-
quence of the water arrangement) and the effectiveness of
the water molecules between the two redox centers in
mediating ET coupling pathways. (For any redox system,
the latter amounts to a favorable contribution, lowering the
barrier for electron tunneling relative to the vacuum.26)

Two noteworthy estimates of the transfer integral for the
Fe2+-Fe3+ redox couple (refs 3 and 5) provide benchmark
evaluations of the transfer integral. A more recent approach27

uses a quasi-experimental derivation of the electronic
coupling from experimental ET rate data. This method avoids
direct calculation of the transfer integral by assuming the
validity of Marcus’ ET rate equation and suitably modeling
the water medium.

In the present work, we perform a direct many-electron
calculation of the transfer integral, within the DFT scheme,
using several solvent configurations sampled from ab initio
molecular dynamics (MD) simulations. This allows exploration
of the non-Condon effects related to the dynamical nature of
the water medium and a reliable estimate of the root-mean-
square transfer integral to be inserted into Marcus’ equation
for the ET rate constant. The DFT scheme treats the electronic
correlation effects in the presence of metal ions and offers the
best compromise between accuracy and feasibility in the study
of complicated systems involving the redox couple Fe2+-Fe3+

(e.g., in the presence of mineral surfaces and contaminants).
The formula23 adopted to compute the electronic couplings does
not resort to empirical parameters, require knowledge of the
exact transition-state coordinate, and make use of excited-state
quantities. However, the approximate character of any currently
available exchange-correlation functional (leading to spurious
self-interaction terms in the energy) along with the complicated
electronic structure of the transition-metal system under con-
sideration requires the use of the abovementioned formula in a
suitable FON-DFT scheme and a remedy for self-interaction
errors. In the present context, such errors are corrected to the
level allowed by DFT + U28 electronic structure calculations,
while the effects related to the nondynamical electron correla-
tion29 are coped with via a suitable FON approach.

The work is organized as follows. Section 2 deals with the
theory. In section 2.1 we introduce the model system on which
the ab initio calculations are performed. Section 2.2 briefly
reviews Marcus’ equation for the ET rate constant and the
adopted formula23 for transfer integral evaluation. The general
issue of the problematic self-consistent field calculations in

transition-metal systems is addressed in section 2.3. This is
followed by analysis (sections 2.4 and 2.5, Appendix B, and
Supporting Information) of the FON-DFT scheme for values
of the smearing parameter well beyond those studied in previous
works. We identify and rationalize a linear regime (and a wider
range of approximately linear behavior) of energy eigenvalues,
chemical potential, and FON entropic term. Our theoretical
analysis provides a recipe for an appropriate choice of the
broadening parameter in calculating transfer integrals. The main
computational results and their analysis are presented in section
3: Computational details are reported in section 3.1. The ab
initio transfer integral calculations, with and without the
Hubbard U correction scheme (introduced to improve the
description of the electronic charge distribution), for selected
nuclear configurations are presented in section 3.2. They are
compared with the couplings obtained by the pathway model16

in section 3.3 and with the experimental expectations in section
3.4. In particular, the ab initio root-mean-square electronic
coupling is combined with prior theoretical estimates of the
reorganization energy30,31 to get a fully ab initio value of the
electron self-exchange rate. Finally, the calculated and ob-
served32 rates are compared, and Marcus’ equation for the
concerned ET rate is assessed. Analytical details of the
theoretical development on FON-DFT achieved in this work
and used to compute the transfer integrals are presented in
Appendix B (and Supporting Information) after an overview
of the standard FON-DFT Scheme with Gaussian Broadening
in Appendix A. The Hubbard U correction to DFT is detailed
in Appendix C.

2. Theory

2.1. Model Redox System. The redox system under
consideration is Feaq

2+-Feaq
3+. In this paper attention is

focused on the solvation cages since the effects of the outside
water on the electronic coupling can be considered relatively
minor3,15 (also based on general considerations about the
tunneling nature of the electronic coupling between redox
partners21). The nonadiabatic electron self-exchange reaction
under study is

Fe(H2O)6
2+- Fe(H2O)6

3+f Fe(H2O)6
3+- Fe(H2O)6

2+ (1)

where the electron-transfer process leads to the formation
of the successor complex (right side) from the precursor
complex (left side). The two groups are the localized donor
(D) and acceptor (A) species, whose structural identity is
maintained throughout the (outer-sphere) reaction.15 The D
and A groups are assumed to be in contact around the
transition state, at the ET optimal interionic distance of 5.5
Å,3-5,33 also adopted in the MD simulations of ref 30.

2.2. ET Rate and Transfer Integrals. In the present work
we deal with the rate of the ET process (once the transition
state is reached) as controlled by the magnitude of the transfer
integral. For nonadiabatic ET reactions, which are character-
ized by a weak electronic coupling between the D and A
groups, the rate constant is approximately given by the high-
temperature expression

kET )� π
λkBT

〈VIF
2 〉
p

exp[- (∆G◦+ λ)2

4λkBT ] (2)
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where λ is the reorganization energy, ∆G° is the reaction
free energy (in particular, it is zero for a self-exchange
reaction), kB is Boltzmann’s constant, T is the temperature,
〈VIF

2 〉 is the mean-square value of the transfer integral, which
measures the coupling between the initial state I and the final
state F of the ET reaction. The average in eq 2 expresses a
“relaxed” Condon approximation, which holds in the limit
of slow modulation of the ET rate by the nuclear motion34

and captures the average effects of the changes in the water
configuration. In fact (see Supporting Information), even if
the Condon approximation does not hold (because of a
significant dependence of the transfer integral on the ar-
rangement of the water molecules), its “relaxed” form
appropriately accounts for the effects of the electronic
coupling on the ET rate due to the actual uncoupling of
nuclear and electronic motions.

The averaging on the transfer integral in eq 2, as performed
in our calculations, is strictly related to the distinction
between accepting modes and inducing modes.34 The first
ones support the energy exchanges necessary both to make
the relevant donor and acceptor levels nearly degenerate in
energy and to relax the nuclear structure after the electron
transition occurs. Along these modes ET can happen only
for a regime of configurations near the transition state, so
that the Condon approximation can be applied. Indeed, the
reaction coordinate depends on the overall set of accepting
modes. The inducing modes are weakly coupled to the D
and A states, so that the electron transfer is not limited to a
small range of configurations along them. In fact, the effects
of the disordered water motion can be negligible on the
energies of the localized (diabatic) D and A electronic states
while considerable and probably fluctuating on the coupling
between such states. Our implementation of eq 2 can be
depicted in terms of a two-dimensional space of the water
nuclear configurations, spanned by a reaction coordinate and
an orthogonal inducing coordinate.35 The MD simulations
from ref 30 exploited in this work allow a mapping onto the
aforementioned space, and the transfer integral is computed
on sampled configurations around the reaction coordinate of
the transition state. Hence, variable magnitudes necessarily
arise from distinct points along the inducing coordinate.

The ab initio computation of the transfer integrals is
performed by means of the formula23

VIF ) |∆EIFab

a2 - b2 | (3)

where ∆EIF is the energy difference between the ET diabatic
states I and F, and a and b are their respective overlaps with
the ground state of the system. The initial state vector is
defined as |ψI〉 ) |D〉 |A〉 and the final state vector as |ψF〉 )
|D+〉 |A-〉 , where |D〉 (|D+〉) denotes the reduced (oxidized)
ground state of the isolated donor site and |A-〉 (|A〉) the
reduced (oxidized) ground state of the isolated acceptor site.
Therefore, in the two-state model the ground-state vector of
the system is given by |ψ〉 ) a|ψI〉 + b|ψF〉. The approxima-
tions involved in eq 3 and the feasibility of appropriately
using DFT wave functions are detailed in ref 23, where it is
also stressed that it yields a dependence of the electronic
coupling on the distance between the redox centers in good

agreement with the empirical average packing density
model.36 Moreover, within the theoretical framework of ref
23 eq 3 gives the best estimate of the transfer integral also
when the two-state approximation is not satisfied. The
quantity ∆EIF is given by

∆EIF ) (ED +EA)- (ED+ +EA-)+WD-A -WD+-A- (4)

where ED (ED+) is the ground-state energy of the isolated
donor group in its reduced (oxidized) state of charge, EA

(EA-) is the same for the acceptor group in its oxidized
(reduced) state, WD-A and WD+-A- are the energies of
(essentially electrostatic) interaction between the D and A
groups in the initial and final diabatic states, respectively.

2.3. Problematic SCF Convergence. Equation 3 has been
implemented into a spin-polarized DFT scheme. In this
section we show that self-consistent field (SCF) calculations,
in the absence of fractional occupations of the Kohn-Sham
(KS) spin orbitals, hardly manage to converge. Moreover,
the convergence, if it is achieved, generally leads to a
dramatic failure in the description of the electronic ground
state with the transferring electron charge abnormally shared
between the two iron centers.30,37

The issue of the troublesome SCF convergence can be well
appreciated starting from the effective one-particle KS
equations. In atomic units they are written as38

H([ns], r)ψi(r) ≡ [-1
2

∇ 2 +VH([ns], r)+Vxc([ns], r)]ψi(r)

) εsiψi(r) (5)

where i ) 1 to N, N is the total number of electrons, H denotes
the KS Hamiltonian operator, ns(r) is the ground-state density
of the auxiliary system of noninteracting electrons (which equals
the exact density of the interacting system), VH is the Hartree
potential, Vxc is the exchange-correlation (XC) potential, ψi is
the ith spin orbital, and εsi is the corresponding energy
eigenvalue.39 Equation 5 is to be solved in a self-consistent
manner under the constraint ns(r) ) ∑i ) 1

N |ψi(r)|2, which
expresses the ground-state density in terms of the N lowest KS
spin orbitals. Due to the approximate character of any currently
available XC functional the iterative solution of eq 5 leads to
incorrect wave functions (�i), energy eigenvalues (εi), and
density (n), which satisfy the approximate equations

Happrox([n], r)�i(r) ≡ [-1
2

∇ 2 +VH([n], r)+

Vxc
approx([n], r)]�i(r)) εi�i(r) (6)

where n(r) ) ∑i ) 1
N |�i(r)|2 is the electron density and Vxc

approx

the approximate XC potential. By considering the operators
into eqs 5 and 6 after the respective self-consistency is
achieved we recast eq 6 in the form

(H([ns], r)+W([n], [ns], r))�i(r)) εi�i(r) (7)

with

W([n], [ns], r)) (VH +Vxc)([n], r)- (VH +Vxc)([ns], r)+

Vxc
approx([n], r)-Vxc([n], r) (8)

Equation 8 displays two different, although related, contribu-
tions to W. The former comes from the difference in the
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total potential, with the correct functional form, evaluated
on the approximate and exact charge densities. The latter is
due to the incorrect functional form of Vxc. It persists even
if n happens to be so close to ns that the first contribution
can be neglected.

By applying the stationary perturbation theory40 to eq 7
we get the following connection between the exact and the
approximate KS spin orbitals in terms of the “perturbation”
W (i.e., the deviation from the exact one-particle Hamilto-
nian)

�i(r))ψi(r)+∑
n*i

〈ψn|W|ψi〉
εsi - εsn

ψn(r)+O(W2) (9)

According to eq 9, the departure of �i from the corresponding
wave function ψi (i.e., the spin orbital coming from the use
of the exact XC potential) is determined by the mixing of
ψi with the other orbitals ψn (n * i) through W. The closer
the KS energy levels εsi and εsn and the stronger the coupling
〈ψn|W|ψi〉 , the larger the mixing between ψi and ψn.
Therefore, the approximate character of the XC potential can
affect (sometimes to a great extent) the shapes of the wave
functions and thus the values of the overlap parameters a
and b entering on eq 3. In this respect, a crucial source of
errors is the unphysical self-interaction of the relevant
electronic charge with itself arising from the fact that the
approximations to the XC energy are independent of the
electrostatic repulsion term.

In the presence of open-shell atoms a further complication
stems from the multiplet problem since the currently available
XC functionals do not have the appropriate spin and spatial
symmetry behavior to correctly describe multiplet systems.41

Such a problem is exacerbated in the case that molecular
orbitals centered on different redox sites come to be virtually
degenerate. One way out consists of the use of a linear
combination of determinants to describe the wave function
of the system.41

Finally, a computational issue (possibly related to the
previous ones in a DFT scheme) comes out by considering
eq 9 (and the equations which express the second-order
correction to the energy as well as higher terms in both the
energy and the spin-orbital perturbation expansions) over
a SCF calculation. In fact, as the potential (initially cor-
responding to the wrong guess density) is changed between
subsequent iterations to move toward the self-consistency,
a computational contribution to W intervenes to mix the spin
orbitals. On one hand, this is an intrinsic feature of the
iterative procedure, exploitable to obtain quadratic SCF
convergence.42 On the other hand, it cannot be used
effectively when the gap between the highest occupied
molecular orbital (HOMO) and the lowest unoccupied
molecular orbital (LUMO) is particularly small. Rather, in
such a case, the convergence is generally problematic and
can lead to unstable solutions, all the more that a small
HOMO-LUMO gap is often accompanied by a high density
of states near the Fermi energy, defined as the average of
the HOMO and LUMO energies for finite systems with
integral occupation numbers.42 Indeed, it has been formally
shown, within the HF scheme, that SCF convergence is
slowed by a small gap at the Fermi energy.43 In general,

oscillations in the iterative solution of one-electron equations
arise whenever some orbitals close to the Fermi level are
alternatively occupied and unoccupied from one iteration to
the next. One way to damp these oscillations consists in
allowing fractional occupations.44

In the ferrous-ferric system the generally asymmetric
arrangement of the aqueous environment around the two ions
moves the ground state out of degeneracy. Therefore, a
single-determinant picture of the ground-state wave function
is allowed. However, the levels corresponding to some d-like
molecular orbitals preserve a multiplet structure. This can
be envisaged by taking jointly into account the near
degeneracy of the atomic d orbitals and the fact that close
enough to the transition state one-half of the gap between
the HOMO and LUMO levels are comparable with the
expected value of the transfer integral.22,45 In particular, the
HOMO and the LUMO, each expected to be essentially
localized on a different ion (although with a tail onto the
other ion, owing to the electronic coupling between the two
redox sites), correspond to very similar energies for all of
the sampled nuclear configurations. Hence, due to the
abovementioned computational issues, DFT calculations
without fractional occupation numbers, when they manage
to convergence, almost always lead to a quite inaccurate
HOMO, which is a linear combination of the correct HOMO
and LUMO exceedingly spread over the two sites. Thus, the
ground-state wave function, obtained as a Slater determinant
of the lowest occupied orbitals, is unduly delocalized over
the D and A groups and the overlaps a and b entering on eq
3 are correspondingly similar, leading to anomalously large
values of the transfer integral. This behavior is illustrated in
Figure 1. It shows that the value of the transfer integral
diverges when the electron smearing becomes so small that
all the molecular orbitals have integral occupation numbers.
Moreover, for several other nuclear configurations SCF
convergence without FON has been not achieved.

It is worth noting that, while the interplay between the
computational issues and the approximations incidental to the
DFT scheme is in general responsible for an almost equal spread
of the HOMO (which describes the ET system in the one-
electron picture and is the crucial orbital in determining the
transfer integral also in the multielectron picture12,15) over the
two redox centers, the spurious electronic self-interaction is,
by itself, sufficient for a considerable overestimation of the
electronic coupling. In fact, the latter is crucially dependent on
the small tail of the HOMO, which can be drastically affected
by self-interaction errors, even if they cause a negligible relative
change in the correct charge density around the ion where the
spin orbital is prominently localized.

In this work, the electron-smearing technique proposed by
ref 46 (where a broadening parameter is used to get the SCF
convergence and then gradually reduced to zero) has been
successfully used for some calculations on the isolated redox
groups, necessary to derive the localized wave functions ψI and
ψF, while it turned out not to work in the presence of both ions.
For the electronic structure calculations on the overall system
we use an alternative approach. Fractional occupations are
suitably exploited to get the convergence. Then the spin orbitals
up to the nominal HOMO are used to build the necessary wave
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functions, while the virtual spin orbitals with “fake” occupation
are disregarded.47 With reference to eq 3, where only the
ground-state wave function of the overall system is employed,
the latter procedure requires that the orbital relaxation exclu-
sively due to the smearing of the electron charge (once the
abnormal spreading of the HOMO is avoided) is negligible.
This is in analogy with the approximation on relaxation
pertaining to Koopmans’ theorem (in both the HF48 and DFT49

schemes), although that theorem involves an integer change of
the LUMO occupation with a corresponding increase in the net
electronic charge. On the other hand, the analogy cannot be
pushed far enough to justify the employed approach, which
requires a specific theoretical basis. The pertinent analysis
(sections 2.4 and 2.5, Appendix B, and Supporting Information)
is also essential to identify the appropriate values of the smearing
parameter to be used in transfer integral evaluation.

From an analytical point of view we note that in the
presence of fractional occupations fi of the orbitals eq 6 turns
into

[-1
2

∇ 2 +Veff([nσ], r)]�i(r;σ)) εi(σ)�i(r;σ) (10)

where Veff([nσ],r) ≡ Veff(r;σ) ) VH([nσ],r) + Vxc
approx([nσ],r) is

the effective single-particle potential and nσ is the electronic
charge density given by

nσ(r) ≡ n(r;σ))∑
i)1

N

fi(σ)|�i(r;σ)|2 (11)

The Hamiltonian operators in eqs 6 and 10 differ by the term
Veff([nσ],r) - Veff([n],r). In section 2.5 we show that this
difference, stemming from the FON approach, can only lead
to minor changes in the orbitals when a suitable SCF
convergence can be achieved also for a vanishing electron
smearing. Thus, the orbitals derived by means of the FON-
DFT approach can only suffer significantly from the intrinsic
approximations of Veff, that is, mainly from self-interaction
errors. We will take care of the latter by the method
illustrated in Appendix C, which also allows calculation of
the transfer integral without fractional occupations for some
of the considered nuclear configurations.

2.4. Single-Particle Energies, Chemical Potential,
and Energy Terms in the Gaussian FON-DFT Scheme.
For all the sampled configurations of the water medium the
computed electronic structure of the aqueous ferrous-ferric

system (in its high-spin state) turns out to be characterized
by a multiplet of levels εj (j ) 1,..., Nd), which correspond
to minority-spin orbitals with a predominant d-like character.
For instance, Figure 2 displays the two lowest d-like MOs
for one of the selected configurations. The remaining MOs
in the multiplet have a similar shape (i.e., they are essentially
d type orbitals of t2g symmetry), dictated by the electrostatic
field of the solvation water. In fact, we always obtain Nd )
6. Instead, the atomic 4s orbital and the other atomic 3d
orbitals give rise to higher virtual levels well separated from
the multiplet.

In fact, the half-width of the d-like multiplet turns out to
be within ca. 0.25 eV for all of the selected nuclear
configurations, whereas the separation between the mean
energy of the multiplet and the higher lying levels is always
above 1 eV and the lower lying levels are at least 2 eV far
apart. Such a level structure allows a relatively wide range
of σ values larger than the spreading of the d-like multiplet
and smaller than the separation from the remaining levels,
which are denoted by εk. In the present section we exploit
this feature, common to many other open-shell transition-
metal systems, and develop the formalism of the FON-DFT
approach with Gaussian broadening in order to obtain useful
connections between the KS single-particle energies, the
chemical potential, and the entropy. The resultant analysis
provides the theoretical justification for the derivation of the
ground-state wave function from the FON-DFT approach,
whereas the corresponding electronic density is not used.

For the aforementioned values of σ, by analytical elabora-
tion of eq 27 of Appendix A and exploitation of Cardano’s
formula,50 we obtain (see Supporting Information)

εj(σ)- µ(σ)) [A(Nd)+B(Nd)ωj(σ)]σ (12)

where the deviation numbers

Figure 1. Transfer integrals by eq 3 vs spreading parameter σ for the Gaussian broadening of the orbital occupation numbers
(see below). The panels correspond to different nuclear configurations taken from a Car-Parrinello molecular dynamics (CPMD)
run in ref 30 after (a) 9000 and (b) 24 000 steps. Each time step is 5 au. The overall production run lasts 60 000 steps.

Figure 2. Minority-spin (a) HOMO and (b) LUMO for the
configuration after 24 000 simulation steps. The small tail of
each orbital on the other redox center (for the HOMO it is
due to the nonzero transfer integral) is not visible at the
represented isovalue of 0.02.
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ωj(σ)) fj(σ)- 1
Nd

(13)

measure the departure from an even occupation of the MOs
in the multiplet. For Nd ) 6, the numerical values of A and
B are 0.57 and -1.57, respectively. Moreover, the depen-
dence of B on Nd is negligible. The addition of eq 12
corresponding to the different εj and the requirement that
the deviation numbers add up to zero (as long as the
fractional occupations fj add up to unity) yield the following
useful connection between the chemical potential and the
mean energy 〈ε(σ)〉 of the multiplet

µ(σ)) 〈ε(σ) 〉 -A(Nd)σ (14)

If 〈ε(σ)〉 is approximately independent of σ, as the levels εj

mix among them,51 and σ is sufficiently large for the validity
of eq 14, then the chemical potential has a linear dependence
on σ. As exemplified by Figure 3, this is the case in a wide
range of σ values. Moreover, the slope of the dashed line in
Figure 3b is 0.58, which is very close to the value 0.57
predicted by eq 14 for Nd ) 6.

When σ becomes comparable with the energy gap between
the d-like multiplet and the other levels, 〈ε(σ)〉 changes
appreciably (e.g., see Figure 3a) and µ is no longer a linear
function of σ. The energy gap below the multiplet is wider
than the one above it. However, the spreading of the
transferring electron over the multiplet determines a decrease
of the chemical potential, which gets closer to the lower lying
levels and increasingly smaller than the mean energy of the
multiplet. On the whole, at the upper edge of any explored
σ range the deviations of the lower lying levels from unit
occupation are small (less than 0.05) and comparable with
the deviations of the higher lying levels from zero occupation.
Therefore, µ levels off beyond the linear regime (see Figure
3b). On the other hand, the smaller energy gap above the
multiplet determines a stronger mixing between the latter
and the higher virtual levels. This causes the increase of 〈ε〉
illustrated by Figure 3a. We conclude that although the
chemical potential is an even function of σ when the electron
density does,52 its behavior can be linearized in a suitable
(wide) range of the broadening parameter.

When σ is much larger than the spreading of the d-like
multiplet, while still small relative to the gap with the higher
KS levels (i.e., for σ well inside the range of values where
the chemical potential has a linear behavior, referred to as
the linear regime), the levels εj get almost equally occupied

so that fj ≈ 1/Nd and ωj ≈ 0. This is to say that in the
asymptotic expansion of ωj around any of such σ values

ωj(σ))ω0j +
ω1j

σ
+ · · · (15)

the zero-order term is quite small and ω1j , σ. More
generally, in the σ range where the expansions of eq 15 can
be truncated to the first order in 1/σ, their insertion into eq
12 gives

εj(σ)- µ(σ)) [xj(σ)+A(Nd)]σ)Bω1j + [Bω0j +A(Nd)]σ
(16)

Equation 16 predicts the behavior of the relative energies εj

- µ in the linear regime and is closely confirmed by the
computational results (see Supporting Information). It is also
worth noting that the slopes of the curves represented by eq
16 are quite similar since A is much larger than Bω0j.

For values of the Gaussian broadening beyond the linear
regime the orbitals corresponding to out-of-multiplet levels
(εk) begin to have appreciable fractional occupations. Since
all the levels εj correspond to d-like MOs and are very close
in energy relative to the remaining levels εk, they mix to a
similar amount with the latter (as can be seen by means of
the stationary perturbation theory, accomplished up to
second-order corrections53). As a consequence, beyond the
linear regime the levels εj do not branch off. Rather, they
continue to experience an almost identical shift as functions
of σ. More specifically, in the Supporting Information we
describe the behavior of the KS relative energies for values
of σ beyond the linear regime, although still corresponding
to the plateau of the transfer integral (that is, according to
eq 3, corresponding to a negligible orbital relaxation).

As shown in the Supporting Information, the linear regime
is also characteristic of the behavior of the entropic contribu-
tion -σS(σ) to the fictitious free energy. In fact, it is

S(σ))
Nd

2√π
exp(-A2)[1+ 2A2 - 1

Nd
∑

j
(B2ω0j

2 +

2B2ω0jω1j

σ
+ · · ·)] = S0 -

S1

σ
(17)

where the positive coefficients S0 and S1 are introduced, the
sum is restricted to the levels εj (which is appropriate in the
linear regime, where the levels εk are still empty), and the
terms up to the first order in 1/σ are retained in the last

Figure 3. (a) 〈ε〉 vs σ and (b) µ vs σ for the nuclear configuration after 24 000 simulation steps. The vertical axis is translated
upward in the b panel. The dashed line fits to the data points in the linear region of the entropic term (see below).
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approximate expression. By considering the relation52 dE/
dσ ) σ(dS/dσ), eq 17 yields the following expression for
the energy

E(σ))E(σ0)+ S1 ln
σ
σ0

(18)

Finally, from eqs 17 and 18 we obtain the fictitious free
energy

F(σ))E(σ0)+ S1 ln(e
σ
σ0

)- S0σ (19)

Equations 17, 18, and 19 describe the behavior of the FON-
DFT entropy, energy, and free energy in a wide range of σ,
starting from a value σ0 at the onset of the linear regime.
Therefore, they are complementary to the power series (up
to the second order in σ) in eqs B4 and B5 of ref 52, which
are valid for small enough σ. Equation 11 of ref 52 shows
that 1/2[F(σ)+E(σ)] ) E(0) + O(σn) with n > 2, thus
providing a method to calculate the correct energy (without
electron smearing) from the results at a suitably small σ. In
this work the value of n is not found, but eqs 18 and 19
clearly show that such a method cannot be used in the linear
regime. Furthermore, as shown in next section, eq 18 yields
a sufficient condition for suitably picking the value of σ in
the calculation of the transfer integral.

2.5. Single-Particle Quantities and Orbital Relaxation
Analysis: An Alternative Approach to FON-DFT. In
section 2.4 we showed that the KS levels experience almost
identical shifts in a large σ range, with approximately equal
slopes. In particular, the value of the transfer integral is
always picked in correspondence to a σ in the linear regime,
although the relative changes of the transfer integral are
negligible also beyond such a regime. Indeed, there is a strict
connection between the regime of nearly uniform behavior
of the single-particle energies and the orbital relaxation. In
the HF scheme the shape and the energy of an orbital are
independent of its occupation number if the remaining
orbitals do not relax.54 This circumstance does not occur in
any DFT calculations due to the spurious electron self-
interaction. However, as stressed in ref 55 within the context
of Janak’s theorem, when orbital relaxation is negligible a
substantial linear response (i.e., the orbital energy is a linear
function of the occupation number) can be expected in the
presence of the electron self-interaction. Moreover, in refs
49 and 56(with particular reference to the DFT Koopmans’
theorem in large molecular systems) it is noted that orbital
relaxation can be appraised by the nonuniformity of the KS
level shift.

In this section (see also Appendix B) we present a
theoretical analysis which provides a general connection
between the Gaussian broadening and the orbital relaxation
as mediated by the KS effective potential and is able to
circumscribe the errors that can arise when the orbital
relaxation is completely ignored. The latter point is particu-
larly important when dealing with ET between small
complexes. It is also worth noting that the provided formal-
ism can be directly applied to other electron-transfer systems
(e.g., electron self-exchange reactions, where the HOMO and
the LUMO are characterized by the same quantum numbers).
The two main goals of the approach, as for the evaluation

of the transfer integrals, are as follows: (i) theoretical proof
that the relaxation of the spin orbitals is negligible in the
entire large σ range, so that a stable value of the transfer
integral can be derived from them; (ii) analytical assessment
that such orbitals, denoted by �j i(r;σ), are an adequate
approximation to the computationally inaccessible orbitals
in the absence of the occupation Gaussian broadening,
denoted by �i(r;0), so that the corresponding value of the
transfer integral is reliable.

A general equation, which transparently discloses the
connection between �j i(r;σ) and �i(r;0), owing to the
dependence of the KS effective potential Veff on σ, can be
derived by exploiting the formalism of the quantum theory
of scattering by a potential. In fact, the Kohn-Sham
equations, after self-consistency is achieved, can be written
as

[-1
2

∇ 2 - εi(0)+Veff(r;0)]�j i(r;σ)

) [∆εi(σ)-∆Veff(r;σ)]�j i(r;σ) (20)

where

∆εi(σ)) εi(σ)- εi(0) (21a)

∆Veff(r;σ))Veff(r;σ)-Veff(r;0) (21b)

and ∆εi - ∆Veff works as a “scattering potential”. The
solution of the homogeneous equation associated to eq 20
is just φi(r;0), while the Green’s function of the pertaining
operator, that is the solution of the equation

[-1
2

∇ 2 - εi(0)+Veff(r;0)]Gi(r)) δ(r) (22)

is

Gi(r)) 1
2πr

�i(r;0)

�i(0;0)
(23)

The origin of the coordinate reference system can be
arbitrarily chosen wherever the denominator of eq 23 is not
null. From eqs 20, 21a, 21b, 22, and 23 it is seen that the
wave function �j i(r;σ) fulfills the integral “scattering” equa-
tion

�j i(r;σ))�i(r;0)+ 1
2π�i(0;0)∫ d3r ’

�i(r - r’;0)

|r - r’|
×

[∆εi(σ)-∆Veff(r’;σ)]�j i(r’;σ) (24)

Equation 24 illustrates the role played by ∆Veff(r;σ) (i.e., the
change in the KS effective potential due to the Gaussian
broadening) in the rearrangement of the orbitals. The
theoretical analysis of eq 24, illustrated in Appendix B, shows
that the integral term, owing to the “scattering potential” and
mixing the correct spin orbitals, can be neglected at any σ
within a suitable range, which includes all the linear regime.
In particular, this holds for the HOMO, which is the crucial
spin orbital in the calculation of the parameters a and b in
eq 3, and thus of the effective electronic coupling.

Once demonstrating the reliability of the transfer integral
evaluation in the plateau region, the sufficient condition
represented by the fulfillment of eq 18 provides a useful
computational tool, as the exploration of the σ range can be

Electron Transfer in Transition-Metal Couples J. Chem. Theory Comput., Vol. 5, No. 2, 2009 313



stopped when the onset of the linear regime is detected.
Ultimately, we also note that the nearly even occupation of
the d-like MOs well inside the plateau region (where the
coupling is obtained) can be regarded as an extension of the
Slater transition-state notion57 (but see the discussion in p
58 of ref 38 about the definition of the transition-state
density).

Note that the theoretical analysis in this section and
Appendix B adequately delimits the errors arising from the
Gaussian spreading of the electron charge, which is respon-
sible for a change ∆Veff(r;σ) in the KS effective potential,
whereas it does not envisage the errors in both Veff(r;σ) and
Veff(r;0) resulting from the spurious electronic self-interaction.
The computational achievement of a plateau of the transfer
integral over a wide range of σ, where occupation of the
HOMO changes by a significant fraction of the electron
charge e (e.g., from 0.2e to more than 0.3e for the cases
depicted in Figure 1), indicates that Veff(r;σ) and Veff(r;0) are
affected by similar self-interaction errors. The recipe used
for self-interaction correction (SIC), thus yielding a FON-
DFT + U approach, is described in Appendix C.

3. Computation

3.1. Computational Details. The transfer integrals are
computed through eqs 3 and 4, on the system of eq 1, for
selected nuclear configurations along a Car-Parrinello MD58

(CPMD) run taken from ref 30. The CPMD time step is 5
au, and the selected snapshots are 3000 steps apart (∼0.36
ps). The required electronic properties are computed by
means of the PWscf code,59 in the repeated supercell
approach, by using the plane-wave spin-polarized DFT
scheme in both the Perdew-Wang60 (PW91) and the
Perdew-Burke-Ernzerhof61 (PBE) generalized gradient
approximation (GGA). The DFT + U method is applied with
the PBE exchange-correlation functional. The wave function
and charge density cutoffs are 25 and 200 Ry, respectively.
The atomic cores are represented by ultrasoft pseudopoten-
tials from the standard QUANTUM-ESPRESSO distribu-
tion59 (specifically, H.pw91-van_ak.UPF, O.pw91-van_ak-
.UPF, and Fe.pw91-sp-van_ak.UPF for the PW91 exchange-
correlation functional; H.pbe-rrkjus.UPF, O.pbe-rrkjus.UPF,
and Fe.pbe-sp-van_mit.UPF for the PBE functional). The Fe
pseudopotential corresponds to 16 valence electrons. The size
of the repeating cell is 15 × 15 × 20 Å3 (20 Å along the
direction of the irons). Calculations with large values of σ
are performed by constraining the total magnetization in such

a way that the total numbers of the majority-spin and
minority-spin electrons are fixed, and the system is strictly
preserved in the correct high-spin state (which is used in ref
30; see also refs 3 and 62).

The relevant wave functions are constructed as single
Slater determinants of the lowest lying KS spin orbitals up
to the nominal HOMO (which is a true HOMO for the single-
site wave functions, obtained without fractional occupations).
The feasibility of using DFT wave functions is argued in
ref 23 and references therein. The overlaps between the spin
orbitals, necessary to derive the overlap integrals a and b
into eq 3, are computed through the DTI program.63 The
interactions in eq 3 (WD-A and WD+-A-) are obtained by full
electrostatics calculations exploiting the Poisson equation and
the electrostatic potential provided by the PWscf program.

In the (FON-)DFT + U approach the U parameter is
computed through the PWscf code. The same U is used for
obtaining the electronic structures of the isolated donor and
acceptor groups (in the oxidation states corresponding to the
initial and final ET states) and of the whole system, which
are required by eq 3. The dependence of the electronic charge
distribution and thus of the electronic correlation on nuclear
coordinates is taken into account by separately evaluating
the U interaction parameter for each selected configuration.

3.2. Tranfer Integrals. The couplings computed through
the spin-polarized FON-DFT approach in the PW91-GGA
and the PBE-GGA are represented in Figure 4a. For each
point a plateau of the transfer integral (as in Figure 1) has
been obtained. The changes along the plateaus are generally
nonmonotonic, amount to less than 5%, and are mainly
attributable to the shortcomings of the two-state model. For
any nuclear configuration the choice of the σ value (within
the respective plateau) for evaluation of the electronic
coupling is essentially arbitrary due to the small relative error.
Anyhow, the adopted criterion lies in the use of the σ value
which yields the maximum localization of the nominal
HOMO on one of the ET sites and thus the smallest
electronic coupling. This choice opposes the overestimation
of the coupling by any DFT scheme without full self-
interaction correction and corresponds to the maximum
(nominal) HOMO-LUMO gap. The latter circumstance
matches the fact that any SIC approach tends to enlarge that
gap (e.g., this can be seen from the expressions of the single-
particle energies in the Perdew-Zunger SIC scheme64).

As shown in Figure 4a, PW91-GGA and PBE-GGA give
very similar results. This matching is generally expected,

Figure 4. (a) Effective electronic coupling vs CPMD step number for the PW91-GGA (O) and PBE-GGA (b) calculations. (b)
Dependence of the PBE-GGA mean transfer integral on the number of configurations used to compute the average.
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although not trivial, as the two approximations are not
equivalent (e.g., see ref 65). At each estimate VIF of the
coupling can be associated an error cVIF/(|a| + |b|),23 which
measures the maximal uncertainty (in fact, an upper bound
for the uncertainty) due to departure from the two-state
condition. Hence, a maximal error can be associated to the
mean transfer integral by exploiting the well-known rules
for independent error propagation. The estimates correspond-
ing to the configurations after 33 000 and 51 000 simulation
steps have been rejected because of a strong failure of the
two-state model (i.e., a2 + b2 < 0.75, from which c > 0.5),
resulting from localization of the transferring electron on
different d-like MOs in the ET diabatic states and in the
ground state of the system. Within the accuracy determined
by the maximal error the PW91 and PBE exchange-
correlation functionals yield the same mean value and root-
mean-square (rms) value for the electronic coupling, that is
〈VIF〉PW91 ) 〈VIF〉PBE ) (23 ( 3) × 10-3 eV and �〈VIF

2 〉PW91

≡ (VIF)rmsPW91 ) (VIF)rmsPBE ) (37 ( 7) × 10-3 eV,
respectively. The number of snapshots used to compute the
averages is more than enough, as shown by the cumulative
average in Figure 4b, according to which the mean value
plateaus after six data points.

The difference between the two kinds of average is a
consequence of the spreading of the results due to the
dynamical nature of the water medium and clearly indicates
that the inducing coordinate has been explored. In fact, water
can affect the electronic coupling both by mediation of ET
coupling pathways (mainly, through hydrogen bonds)66,67

and by the electrostatic field determined around the two
ions.25 The magnitude of both effects can be strongly altered
by the water displacements still allowed within the solvation
cages, thus leading to the wide range of the transfer integral
shown in Figure 4a. This range can be characterized by the
standard deviation σV ) �〈VIF

2 〉 - 〈VIF〉2 ) 0.029 eV, which
is comparable with the mean values given above, as expected
for flexible systems.25,68 Indeed, the values of VIF cor-
responding to different nuclear configurations can be viewed
as “independent estimates” of the quantity 〈VIF〉 (or (VIF)rms).
Thus, as an estimate of the mean value obtained after an
infinite number of calculations, 〈VIF〉 or (VIF)rms can be
endowed with a statistical error σ〈V〉 ) σV/�18 ) 0.007 eV.
Note that the two errors attributed to the mean transfer
integral cannot be directly added.

As shown in the next section, the above value of the root-
mean-square transfer integral is significantly larger than the

experimental estimate derived from the ET Marcus’ equation.
This overestimation arises from the too fast asymptotic decay
oftheXCpotentialassociatedwiththespuriousself-interaction69,70

because the d-like HOMO, essentially localized around one
metal ion, has a too large tail on the other redox center. The
correction of the charge distribution around the ions through
the U term (and FON, whenever required) leads to the
electronic couplings VIF

U shown in Figure 5a. Relying on the
matching between the results by PW91-GGA and PBE-GGA
we employed only the PBE functional (used in the CPMD
run of ref 30).

We note that for four of the selected MD configurations
the DFT + U scheme yields the electronic coupling without
the need for FON. However, as a consequence of the strong
interdependence between energies and occupation numbers
of the relevant orbitals in the employed Hubbard U correction
(see eq 39 in Appendix B), for some MD configurations the
plateau regime of the electronic coupling is reached only at
very large values of σ, where a level scheme analogous to
the one without the U correction term is recovered. In such
cases, the maximal errors incidental to the smearing of the
electronic charge, which are proportional to σ (see Appendix
B, eqs 35 and 37), can be correspondingly large. In fact, the
change in the density ensuing from the unduly large electron
smearing can yield a significant orbital relaxation through
the corresponding change in the KS effective potential (see
eq 24). Thus, the transfer integrals corresponding to those
plateaus are rejected, although the HOMO can be accidentally
correct (as shown in Appendix B and the Supporting
Information). Ultimately, we retain only the nine nuclear
configurations whose transfer integrals are obtained either
in the absence of FON or by plateaus that extend over σ
ranges similar to the ones in Figure 1.

Although the amount of change in the transfer integral
varies with the nuclear configuration, the sets of values VIF

and VIF
U are correlated, as displayed by the mapping in Figure

5b. In fact, their correlation coefficient is rV,VU ) 0.81, and
the probability of finding an at least equal value of the
coefficient if the two sets of data (each including nine points)
are uncorrelated is P9(rgrV,VU) ) 0.9%. This probability
indicates a highly significant correlation71 between the two
sets of electron transfer integrals. Therefore, the relative
values of the effective coupling obtained by means of eq 3
in the “bare” (without SIC) FON-DFT scheme are meaning-
ful, on average, for the system under consideration. For
example, the above conclusion supports the use of the bare

Figure 5. (a) Transfer integral vs CPMD step number. The dark circles represent the transfer integrals by the FON-DFT approach
with the PBE-GGA. The cyan circles are obtained with introduction of the U correction term. (b) Mapping between the two sets
of couplings in the left panel.
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scheme in order to find the decay constant of the transfer
integral with the distance between the two irons. Further
analysis is required to ascertain the point. However, we wish
to stress that eq 3, implemented within a bare DFT scheme,
yielded a decay constant in good agreement with the
empirical average packing density model36 for the system
studied in ref 23.

Using the U correction we obtain 〈VIF
U 〉 ) 7.8 × 10-3 eV

and (VIF
U )rms ) 11.0 × 10-3 eV. Both averages are endowed

with the statistical error σ〈V〉
U ) 2.6 × 10-3 eV. By compari-

son, the corresponding quantities obtained without the U
correction by averaging on the reduced set of nuclear
configurations are 〈VIF〉 ) 24 × 10-3 eV, (VIF)rms ) 34 ×
10-3 eV, and σ〈V〉 ) 8 × 10-3 eV. Their differences from
the respective estimates based on 18 configurations are
unimportant. The best estimate of the transfer integral and
its standard error are considerably decreased using the U
approach. However, we note that (VIF

U )rms and (VIF)rms are of
the same of order of magnitude, which is also attributable
to the fact that eq 3 does not resort to any excited-state
quantity, thus limiting the shortcomings of DFT.23,69

The significantly smaller standard deviation resulting from
the U-corrected scheme is illustrated by the reduced spread-
ing of the pertinent electronic coupling values (represented
by cyan circles in Figure 5a) and results in a more rapid
plateauing of the cumulative average transfer integral, as
displayed by Figure 6. However, the statistical error continues
to be relatively high. Actually, this is a common feature of
high-level quantum chemical methods.25,72 In fact, they
generally reduce the systematic errors of the average quanti-
ties coming from the approximate description of the elec-
tronic structure, but hardly address the statistical errors since
the number of data points used in the averaging is limited
by their computational cost. Moreover, for a given number
of points, the spreading of the results and thus the statistical
error in the estimate of the mean transfer integral depend on
the specific non-Condon effects characterizing the system
under consideration. Ultimately, the higher accuracy of the
FON-DFT + U computational scheme, relative to the FON-
DFT scheme, pushes the spreading of the transfer integrals
toward the correct one, exclusively determined by the failure
of the Condon approximation.

The following points are worthy of note. (i) (VIF
U )rms has a

larger relative statistical error than (VIF)rms, although its

absolute statistical error is smaller. This is due to the physical
limit in the spreading of the electronic couplings (expressing
the departure from the Condon approximation) in conjunction
with the overestimate of the root-mean-square (or mean)
transfer integral without U correction. (ii) An exact (linear)
correlation between the FON-DFT and FON-DFT + U
results should imply the proportionality of the respective
spreads. The achieved high correlation indicates a random
contribution of the shortcomings in the electronic structure
calculations employing the less accurate FON-DFT approach.
The possible use of eq 3 in the bare DFT scheme, discussed
above, essentially rests on such a random feature.

3.3. Coherence Parameter and Comparison with the
Pathways Model. A quantity strictly related to σV is the
coherence parameter Rc ) 〈VIF〉2/〈VIF

2 〉 ,66 which gives a
measure of the fluctuations in the transfer integral. The effect
of the fluctuations is negligible when Rc is close to unity (so
that the Condon approximation holds), while it is at a
maximum when Rc approaches zero (breakdown of the
Condon approximation). The latter case is typical of ex-
tremely flexible systems (although it can occur also in
symmetry forbidden processes at the equilibrium nuclear
configuration34). We obtain Rc ) 0.4 (without the U
correction) and Rc

U ) 0.5. Both estimates reflect the fact that
the solvation cages are far from the free-motion condition
while still relatively far from a tight binding.

The value of the coherence parameter can be interpreted
in terms of ET coupling pathways.66,68 In fact, it is expected
to be very small when the interaction between the donor and
acceptor groups is mediated by several interfering coupling
pathways, whereas it is close to unity in the case of a
dominant-coupling pathway. The estimates of Rc for the
system under consideration are relatively high, thus suggest-
ing the presence of a dominant pathway. On the other hand,
they are sufficiently far from unity so that a more complicated
picture is necessary to describe some features of the ET
system. To analyze the point we compare the ab initio
electronic couplings VIF and VIF

U with the corresponding
pathways products73 TIF, derived74 using the pathway
model.16 In fact, according to this semiempirical model the
electronic coupling is proportional to the product TIF of the
(coupling) decay factors for each step in the dominant
pathway tube connecting the D and A groups. Each decay
factor describes the exponential decay of the electronic
coupling along a step. The pertaining decay constant depends
on the through-bond, through-hydrogen-bond, or through-
space character of the step. As the decay constant weighs
the length of the corresponding step, a (unit-less) effective
distance is associated to the dominant pathway and TIF

corresponds to the shortest effective distance between the
redox centers.

In the solvated ferrous-ferric system with the face-to-
face conformation the region between the ions comprises
six waters (see Figure 2). Two of such water molecules (one
from each ion complex) are always involved in the best
pathway. The value of TIF strongly increases when they are
connected by a hydrogen bond (so that the through-space
decay factor is replaced by the through-hydrogen-bond decay
factor for one step along the best pathway). The mappings

Figure 6. Dependence of the PBE-GGA mean transfer
integral on the number of configurations used to compute the
average. Cyan and dark squares are obtained by the FON-
DFT approach with and without the U correction, respectively.
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between the ab initio electronic couplings VIF and VIF
U and

the products TIF are shown in Figure 7a and 7b, respectively.
The relative values of VIF and TIF have a similar spreading.
In addition, the pathway couplings show a significant gap
between the two nuclear configurations not including the
hydrogen bond in the best ET pathway (empty circles) and
the remaining ones (full circles). These two configurations
yield a small coupling also in the ab initio U-corrected
approach. The fact that other configurations, including the
hydrogen bond in the best pathway, lead up to similarly small
ab initio transfer integrals is attributable to the interplay
between the bridging and electrostatic effects of the water
environment, which is not grasped by the single-pathway
picture.25

According to standard statistics71 the correlation between
the VIF and TIF sets is not significant, although appreciable,
whereas the correlation between the U-corrected electronic
couplings VIF

U and the pathway products TIF is significant.75

In spite of the appreciable correlation between ab initio
transfer integrals and pathway products, the dominant
pathway can provide only an approximate picture of the
electron-transfer pocess and cannot capture important features
of the electronic structure. In fact, the scattering of the data
points in Figure 7, the not-high level of correlation between
the ab initio method and the semiempirical model, and the
above argument about the ion-water electrostatic interactions
(which can also comprise water molecules not directly
involved in any tunneling pathway) point to the ab initio
calculations with U correction as a reliable method for
obtaining electronic couplings to be compared with experi-
ment. Moreover, the ab initio method does not require the
use of empirically adapted prefactors resting on the maximum
ET rate constant as is the case when using the quantities
TIF.76 Ultimately, let us stress that from the comparison
between Figure 7a and 7b (where the solvent configurations
characterized by an ET relevant hydrogen bond between the
ions are in evidence) emerges the ability of the U correction
to DFT in describing the effects of relevant hydrogen bonds
on the transfer integral between the redox centers.

3.4. Comparison with Experiment. According to Mar-
cus’ ET theory the experimental estimate of the rms
electronic coupling is obtained from eq 2 once the experi-
mental value of the reorganization energy is inserted. The
best estimates of ET rate constant and reorganization energy
from the experimental data are31,32 kET

(exp) ) 7.9 × 102 s-1

and λ(exp) ) 2.1 eV, respectively. The resulting transfer
integral is (VIF)rms

(exp) ) 7.1 × 10-3 eV. The slightly larger value

(VIF
′ )rms

(exp) ) 7.3 × 10-3 eV is obtained from the following
refined expression for the rate constant77

kET ) νn

1- exp(-νel ⁄ 2νn)

1- 1
2

exp(-νel ⁄ 2νn)
exp(- λ

4kBT) (25)

where

νel )
〈VIF

2 〉
p � π

λkBT
(26)

is an electronic frequency for the electron transfer within
the activated complex and νn is an effective nuclear frequency
for the motion along the reaction coordinate. In eq 25 it is
explicitly considered that the reaction free energy ∆G° is
zero for an electron self-exchange reaction. Our ab initio
best value for the rms transfer integral, provided with the
statistical error (i.e., the uncertainty due to the finite number
of data points used in the averaging), is (VIF

U )rms ) (11.0 (
2.6) × 10-3 eV. It can been seen that the discrepancy
between the theoretical and the experimental best estimates
is not statistically significant.78 At any rate, the agreement
can be considered good by taking into account the various
steps connecting the observed rate constant of the bimolecular
reaction and the electron self-exchange rate constant (e.g.,
the valuation of the pair distribution function). Moreover,
the effective distance between the two ions is not necessarily
a useful guide for assessing the magnitude of the transfer
integral15 due to the significant non-Condon effects here
unraveled for the face-to-face conformation of the reactants.

As shown in Table 1, the ab initio estimate of the rms
transfer integral obtained in the present work lies between
the experimental value and two benchmark theoretical
estimates in the literature.3,5 The single-configuration value
in ref 3, VIF ) 98 cm-1 ) 12.2 eV, refers to a reduced model
system, which includes all ligands lying between the two
metal ions, with a common value for the Fe-O distances in
the ET complex. The estimate in eq 6 of ref 5, VIF )
124 cm-1 ) 15.3 eV, rests on a simple model with one
electron in the pseudopotential field of two ferric ions. The
discrepancy between the latter and our theoretical estimate
is beyond the assumed significance threshold, while we find
a considerable agreement with the value in ref 3. On the
other hand, the rms transfer integral obtained in the present
work more closely approaches the experimental estimate.
Moreover, it allows a statistical analysis of the remaining
gap, also addressing the issue of the Condon approximation

Figure 7. (a) FON-DFT electronic couplings (VIF) and (b) FON-DFT + U electronic couplings (VIF
U ) vs pathway products (TIF):

(b) nuclear configurations including a hydrogen bond in the best ET pathway; (O) remaining configurations.
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through the theoretical analysis on CPMD water configura-
tions79 (note that the CPMD simulations, performed at a
suitably high ionic temperature, allowed reproducing the
expected structure of the solvation shells and led to the right
free-energy profile for the electron self-exchange process30).

By inserting the theoretical estimate of the reorganization
energy in ref 31, λ ) 2.11 eV, into eq 25 we can obtain a
fully ab initio estimate of the self-exchange rate constant,
that is kET

(theo) ) 15.5 × 102 s-1, with a confidence interval
(9.4-22.8) × 102 s-1, corresponding to the uncertainty
interval for the electronic coupling. As a matter of fact, the
electronic coupling affects the self-exchange rate approxi-
mately in a quadratic way (as is the case for eq 2) and the
reorganization energy has a crucial role because of its
presence in the (exponential) nuclear factor. As a conse-
quence of these two circumstances, the absolute change in
the ab initio rate constant, resulting from a difference in the
employed set (λ,VIF), is magnified relative to the latter (e.g.,
the best value of the rate constant resulting from the ab initio
reorganization energy in ref 30, λ′ ) 2.0 eV, is kET

(theo)′ ) 46.5
× 102 s-1). Therefore, the agreement between kET

(theo) and kET
(exp)

can be considered quite good.

4. Conclusions

The main achievements of the present work are (i) a
methodology to treat the thorny transition-metal redox
system, (ii) theoretical analysis to justify a method that can
be extended to other FON schemes, and (iii) an ab initio
value of the root-mean-square transfer integral.

The use of a FON approach is crucial for computational
treatment of the open-shell system under consideration. We
provided the theoretical basis for the adopted computational
methodology by suitable elaboration on the FON-DFT
scheme with Gaussian broadening and subsequent exploita-
tion of the formalism pertaining to the quantum theory of
scattering by a potential. The resultant theoretical develop-
ment transparently discloses the connections between the
relevant quantities of the Kohn-Sham scheme with FON
(namely, single-particle effective potential, energy eigenval-
ues, chemical potential, energy, entropy, and free energy
associated to the fractional occupation numbers). Moreover,
it describes the behavior of these quantities as a function of
the Gaussian broadening over a wide range of the latter. In
particular, a linear regime, characterizing the behavior of
single-particle energies, chemical potential, and entropic
contribution to the (variational) free energy, is identified and

rationalized. The established connection between Gaussian
broadening of the orbital occupations and orbital relaxation
also provides a useful sufficient condition (corresponding to
the linear regime of the KS levels) for future applications of
the proposed FON method.

The linear regime of the KS single-particle energies is
expected in the absence of orbital relaxation within the
context of Janak’s theorem.55,80 In the present work it is
formulated and extended to the behavior of other relevant
KS quantities, within the context of the FON-DFT scheme
with a Gaussian broadening, applied to open-shell transition-
metal systems. Moreover, it is shown (Appendix B) that the
relaxation of the orbitals is negligible beyond the linear
response regime of the spin-orbital energies. It is worth
noting that the provided theoretical analysis is amenable to
extensions to different FON schemes with particular concern
for the Fermi-Dirac broadening.81

Besides the FON approach, the ab initio U correction to
DFT of ref 28 was essential for a reliable description of the
electron charge distribution around the two redox centers,
which in turn leads to correspondingly reliable estimates of
the effective electronic couplings. Moreover, through the
analysis of our results we can assert and quantify the limited
adequacy of a single-tunneling pathway picture of the ET
reaction. We also infer its limitations in describing the ET
system under consideration because of the interplay between
bridging and electrostatic effects of the water medium. Such
limitations are, indeed, strictly related to the failure of the
Condon approximation. In fact, the computed coherence
parameter offers a common measure for both features. The
analyzed departure from the Condon approximation supports
two important points: (i) despite their lack of low-lying
vacant orbitals, the water molecules can play a relevant role
in ET to the extent that some ligand-to-metal charge transfer
is present in the ground states of the reactants.3 (ii) The
nominal Fe-to-Fe distance (fixed in the present work) is not
necessarily a useful guide for assessing (single) coupling
magnitudes.15

The use of a recently proposed ab initio method for transfer
integral valuation within the proposed FON-DFT approach
along with the ab initio U correction28,82 yields an estimate
of the transfer integral for the solvated ferrous-ferric system
that is in fair agreement with the experimental estimate
derived from the observed kinetic data and reorganization
energy.

Table 1. Comparison between Transfer Integral Best Estimates from Experimental Rates and from Different Theoretical
Approaches

method (model) system VIF (10-3 eV) ref

experimental, rms value
from eq 2, λ(exp) (Feaq-Feaq)5+ 7.1 31, 32
from eq 25, λ(exp) (Feaq-Feaq)5+ 7.3 31, 32

theoretical
FON-DFT + U, rms value [Fe(H2O)6-Fe(H2O)6]5+ 11.0 ( 2.6 present work
FON-DFT, rms value [Fe(H2O)6-Fe(H2O)6]5+ 34 ( 8 present work
ROHFa [Fe(H2O)3-Fe(H2O)3]5+ 12.2 3
fitting to Schrödinger equation solution Fe3+-Fe3+ + e 15.3 5

a Spin-restricted open-shell HF.
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Finally, we wish to stress that the present methodology
offers a pragmatic approach for the quantitative investigation
of electron self-exchange reactions in transition-metal sys-
tems.

Appendix A. Overview of the FON-DFT
Scheme with Gaussian Broadening

The formal introduction of the fractional occupation numbers
rests on the thermal DFT, founded by Mermin83 through the
extension of the Hohenberg-Kohn theorem to nonzero
temperatures, within the grand canonical ensemble. In fact,
at any finite temperature the Fermi-Dirac distribution leads
to fractional occupations around the chemical potential µ (or
the Fermi energy, εF, in the low-temperature limit, i.e., kBT
, εF). Then, the variational energy functional appropriate
to FON-DFT is formally identical to the grand potential Ω
) E - TS - µN of the finite-temperature DFT once an
“entropy” is associated with the occupation numbers of the
KS spin orbitals and is defined as81

S)-∑
i

[fi ln fi + (1- fi)ln(1- fi)] (27)

although no physical meaning needs to be associated to the
T (or kBT) parameter. The same formalism is allowed by
the other broadening functions81,84,85 once the corresponding
spreading parameter σ and occupation numbers are intro-
duced, although σ has no simple physical interpretation.

If the total number of electrons N is fixed (i.e., in the
canonical ensemble), the fictitious “free energy” F ) E -
σS is the suitable variational functional.52 The stationary
condition for Ω (or F) with respect to the occupation numbers
fi is written as

∂Ω
∂ni

) ∂

∂ni
(F- µN)) 0 (28)

where the chemical potential is introduced as a Lagrange
multiplier when using the free energy F. Note that by
exploiting the property of the entropy52 ∂S/∂fi ) (εi - µ)/σ
eq 28 yields Janak’s theorem, that is ∂E/∂fi ) εi.

80 Moreover,
at zero temperature eq 28 leads to the classical FON
solution,38 according to which the levels with fractional
occupation are degenerate and equal to εF.

In this work we use the Gaussian broadening scheme, so
that the fractional occupations are given by

fi(σ;εi - µ)) 1-∫-∞

εi-µ
g(σ;x) dx) 1

2
erfc(εi - µ

σ ) (29)

where erfc denotes the complementary error function. It is
obtained from the Fermi occupation function at zero tem-
perature by replacing the Dirac delta with its Gaussian
broadening

g(σ;x)) 1

σ√π
exp(- x2

σ2) (30)

Appendix B. Fractional Occupations and
Orbital Relaxation

In this appendix we elaborate on eq 24 in order to
demonstrate that the ground-state wave function, used for
evaluation of the transfer integral by means of eq 3, can be
reliably obtained in a wide range of σ values, though the
corresponding density is not physically meaningful.

First, it is worth noting that if Veff undergoes an essentially
homogeneous change as a consequence of the occupation
broadening, the Hamiltonian operator correspondingly changes
by an additive constant dependent only on σ. Therefore, the
solutions �j i(r;σ) ) �i(r;0) are directly obtained from eq 20
and the KS eigenvalues εi(σ) are uniformly shifted relative
to εi(0). In the general case the change in Veff due to smearing
of the electron charge depends on the space coordinate and
is related to the kinetic energy and the chemical potential.
To provide physical insight on this point let us consider a
small variation δn(r;σ) around the minimum density n(r;σ),
involving arbitrary changes in the shapes of the orbitals,
while the occupation numbers are set at the values pertaining
to the given equilibrium density. The corresponding func-
tional derivative of the kinetic energy satisfies the equation38,86

δT[n(σ)]
δn(r;σ)

)-Veff(r;σ)+ µ(σ) (31)

By writing eq 31 for zero smearing and subtracting term by
term we get

δT[n(σ)]
δn(r;σ)

- δT[n(0)]
δn(r;0)

)-∆Veff(r;σ)+ µ(σ)- µ(0) (32)

Equation 32 shows that the change in Veff is independent of
r if the functional derivative of the kinetic energy does or,
at any rate, if δT/δn is independent of σ. By considering the
functional form of T [n(σ)] it can be seen56 that the term in
the left-hand side of eq 32 is negligible compared to ∆Veff

(which includes the change in the Coulomb potential) for
small and delocalized density changes (involving also a
variation of the total charge in ref 56). For the system under
study, the changes in the electron density due to large enough
values of σ (within the linear regime and beyond) are
relatively dispersed around the two irons. Moreover, they
do not entail a change in the total electronic charge and
essentially involve d-like MOs (coming from atomic orbitals
with the same quantum numbers), which are characterized
by very similar orbital angular momenta, spatial extents, and
thus kinetic energies (so that T [n(σ)] = T [n(0)] at every
σ). Consequently, the difference in the left-hand side of eq
32 is expected to be quite small over the entire σ range
(especially at large enough σ). This working hypothesis
(resting on the above physical arguments and corroborated
by Figures 1 and 3) amounts to saying that although ∆Veff

Figure 8. Partition of the space around the irons into three
regions Ωik (k ) 1, 2, 3). Ωi1 and Ωi2 denote suitable regions
around the two metals where the ith MO is appreciable, and
Ωi3 comprises all the space around. The HOMO of Figure 2a
is represented. In the calculation of Ii1(r;σ), r′ spans Ωi1.
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generally depends on r, it continues to be of the order of
magnitude of ∆µ(σ) ) µ(σ) - µ(0), that is a fraction of eV
(e.g., at most 0.5 eV in the case of Figure 3b). The
consequences of such a consideration on the integral of eq
24 can be well appreciated by partitioning the space around
the redox centers as in Figure 8 and recasting eq 24 in the
form

�j i(r;σ))�i(r;0)+ Ii1(r;σ)+ Ii2(r;σ)+ Ii3(r;σ) (33)

with

Iik(r;σ)) 1
2π�i(0;0)∫Ωik

d3r ’
�i(r - r’;0)

|r - r’|
[∆εi(σ)-

∆Veff(r’;σ)]�j i(r’;σ)(34)

Ωik (k ) 1, 2) denote the regions where the ith MO is
appreciably nonzero, while Ωi3 comprises all the space
around. Such a partition rests on the consideration that with
the ions 5.5 Å apart less than 1% of the relevant electron
charge resides in the tunneling region between the two ions.5

In accordance, a calculation based on the Schrödinger
equation for the two ions without water molecules puts 98%
of the electronic charge within 1.65 Å of one of the two
ions.5 In particular, as shown by Figure 8, the partition is
meaningful for the HOMO, �jH(r;σ), which is the crucial
molecular orbital in evaluating the transfer integral. In fact,
both �jH(r;σ) and �H(r;0) are essentially localized on the
same metal ion (named “ion 1” and depending on the sign
of the energy difference ∆EIF between the diabatic states)
with a small tail on the other ion (“ion 2”). The accuracy in
the determination of such a tail is the crucial factor in the
calculation of the electronic coupling. However, even an
excessive delocalization of the HOMO onto ion 2, respon-
sible for a drastic overestimate of the transfer integral,
corresponds to a negligible relative change of the orbital
distribution around ion 1 once the localization of the orbital
on the right ion (indicated by ∆EIF) has been achieved. An
analogous argument can be reported to the other orbitals.
Consequently, it is a reliable approximation to replace φj i(r;σ)
with φi(r;0) in the region Ωi1, that is into the expression of
Ii1(r;σ),whichamounts toapplying theBornapproximation40,87

to eq 24. By focusing attention on the tail of the HOMO (so
that r points toward the ferric ion 2 and | r - r′| is on the
order of the distance R between the two ions)88 and dropping
the explicit indication of the spin orbital in the quantities Iik

and Ωik we can write

I1(r;σ)j
1

2π|�H(0;0)|

|�H(R;0)|

R
|∆εH(σ)-

∆µ(σ)|
4
3

πrd
3 < |�H(r’;0)|>Ω1

≈

A(Nd)
2rd

3

3R
|�H(r;0)|σ. (35)

In eq 35 it is considered that 〈 |�H(r′;0)|〉Ω1
is of the order

of |�H(0;0)| and Ω1 ≈ 4/3 πrd
3, where rd is the Fe d-state

radius. Moreover, the order of magnitude of |∆εH - ∆µ|,
i.e., A(Nd)σ, can be derived from eq 16 by considering that
εH - µ is an approximately linear function of σ and that
A(Nd) is much larger than Bω0j. As a matter of fact, the order

of magnitude of |∆εH - ∆µ| remains the same within the σ
range of nonlinear behavior described in the Supporting
Information as well as when the quantities Bω0j are ap-
preciable, so that the differences among the slopes of the
relative energies εj - µ cannot be disregarded. Therefore,
eq 35 establishes a more general relation between the level
shift and the orbital relaxation relative to the case of the
uniform level shift. Using the value rd ) 0.744 Å, provided
by the atomic-surface method,89 and Nd ) 6, the corrective
factor for the HOMO ensuing from eq 35 is numerically
equal to σ, as expressed in Ry. Therefore, the relative error
due to neglecting I1(r;σ) in eq 33 is within a few percent,
all the more that eq 35 actually supplies an upper bound for
such an error. For example, since R . Ω1

1/3, by considering
the case ∆Veff(r′;σ)=∆µ(σ) ∀ r′ ∈Ω1, we find

I1(r;σ)= 1
2π�H(0;0)

�H(R;0)

R
|∆εH(σ)-

∆µ(σ)|∫Ω1
�jH(r’;0)d3r ’ = 0(36)

since the positive and negative lobes of the d-like MO
approximately cancel out in the integration. In general, the
contribution of I1(r;σ) to the HOMO lies between the
boundary provided by eqs 35 and 36 and can also be a
nonmonotonic function of σ. The analog of eq 35 for the
region Ω2 is

I2(r;σ)jA(Nd)
rt

2

2π
|�H(r;0)|σ (37)

where rt is some length, much smaller than rd, measuring
the size of Ω2. Note that the approximations leading to eq
35 (in particular, the fact that ∆Veff and ∆µ have the same
order of magnitude) apply even better to the small region
Ω2, also considered that the Coulomb potential gives the
major contribution to ∆Veff. By taking into account that I3(r;σ)
is negligible by construction, from eqs 35, 36, and 37 we
deduce that the HOMO and thus the transfer integral can be
reliably evaluated at any σ since the onset of the linear
regime. Note that the existence of a plateau of the transfer
integral remains demonstrated by the fact that
�jH(r;σ)=�H(r;0) = �jH(r;σ′), for conveniently large σ and
σ′. However, according to eqs 35, 36, and 37, the effects of
the quantities I1(r;σ) and I2(r;σ) can become important for
unduly large broadenings, where eq 16 also drastically fails.
Then, �jH(r;σ) is no longer a good approximation to �H(r;0)
and the ground-state wave function, ψ, is correspondingly
wrong. Such a circumstance can be easily recognized by
means of a considerable departure from the two-state
condition |ψ〉 ) a|ψI〉 + b|ψF〉 , as measured by c )
�1-a2-b2.

Appendix C. DFT + Hubbard U Approach to
SIC

As mentioned in section 2.3, the approximate character of
any currently available XC functional brings to the spurious
electron self-interaction. In particular, the exchange potential
does not have the correct inverse-distance asymptotic
behavior; rather, it decreases exponentially with the distance
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between the redox centers,29 thus yielding a wrongly
delocalized HOMO and a correspondingly overestimated
electronic coupling. Self-interaction errors (whose importance
can generally depend on the nature and configuration of the
system under study) are not accounted for by eqs 35, 36,
and 37, which delimit only the errors arising from electron
smearing.

A substantial SIC rests on the appropriate treatment of
the electronic correlation effects. Such effects can be
expected to cancel, to a large extent, when the energy
difference ∆EIF between the diabatic states is computed. On
the other hand, since the expected electronic coupling is
much smaller than ∆EIF, the delocalization of the transferring
electron and thus the overlaps a and b of eq 3 can still be
considerably affected.

In order to improve the description of the valence electron
charge distribution (in particular, by taking properly into
account the strong electron correlation effects) an orbital-
dependent correction functional EU, adapted from the Hub-
bard model90 (dealing with strongly correlated electron
systems), is added to the standard DFT functional EDFT.
According to the DFT + U approach, first introduced by
Anisimov and co-workers,91,92 a few localized orbitals (the
d orbitals for the transition metals) are selected and the
corresponding correlation is treated in a special way. The
magnitude of EU and thus the amount of the corrective
electron correlation is controlled by the Hubbard U param-
eter, which measures the screened on-site Coulomb interac-
tion. The total energy functional is written as

EDFT+U[n])EU[{nmm’
Is }]+EDFT[n] (38)

where I identifies the atomic site experiencing the Hubbard-
like interaction (i.e., the ferric and ferrous species in the
system under study), s denotes the electron spin,93 m is the
magnetic quantum number, and nI s is the atomic orbital
occupation matrix, which describes the degrees of freedom
associated to the strongly correlated electrons on which the
Hubbard U acts. In this work we adopt a rotationally invariant
DFT + U scheme,28,82 where the U parameter is obtained
from first-principles, using a linear response approach
internally consistent with the chosen definition for the
occupation matrix.28 The expression for EU is

EU[{nmm’
Is }]) U

2 ∑
I,s

Tr[nIs(1- nIs)] (39)

which is described and detailed in ref 28. It is worth stressing
that the Hubbard U computed within the scheme of ref 28
is not an empirical fitting parameter. It is a truly ab initio
quantity, derived from the bare and screened linear responses
of the system to a change in the occupation numbers.

The orbital-dependent correction potential changes the
level structure because of the strict connection between level
energy and occupation number embedded into eq 39. In the
σ range corresponding to the linear regime the minority-
spin (nominal) HOMO and LUMO are the only d-like MOs
close in energy (0.01-0.3 eV) and with appreciable fractional
occupation. They are lowered relative to the other levels
corresponding to d-like MOs by an amount dependent on
the nuclear configuration and the value of σ but generally

of the order of 1-2 eV. This is is also the order of magnitude
of the separation from the remaining lower lying and higher
lying levels. Hence, the value Nd ) 2 has to be used in the
equations of section 2.4.
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Abstract: We present benchmark relative energetics in the catalytic cycle of a model system
for Grubbs second-generation olefin metathesis catalysts. The benchmark data were determined
by a composite approach based on CCSD(T) calculations, and they were used as a training set
to develop a new spin-component-scaled MP2 method optimized for catalysis, which is called
SCSC-MP2. The SCSC-MP2 method has improved performance for modeling Grubbs II olefin
metathesis catalysts as compared to canonical MP2 or SCS-MP2. We also employed the
benchmark data to test 17 WFT methods and 39 density functionals. Among the tested density
functionals, M06 is the best performing functional. M06/TZQS gives an MUE of only 1.06 kcal/
mol, and it is a much more affordable method than the SCSC-MP2 method or any other correlated
WFT methods. The best performing meta-GGA is M06-L, and M06-L/DZQ gives an MUE of
1.77 kcal/mol. PBEh is the best performing hybrid GGA, with an MUE of 3.01 kcal/mol; however,
it does not perform well for the larger, real Grubbs II catalyst. B3LYP and many other functionals
containing the LYP correlation functional perform poorly, and B3LYP underestimates the stability
of stationary points for the cis-pathway of the model system by a large margin. From the
assessments, we recommend the M06, M06-L, and MPW1B95 functionals for modeling Grubbs
II olefin metathesis catalysts. The local M06-L method is especially efficient for calculations on
large systems.

1. Introduction

The ground-breaking advances in catalytic olefin metathesis1-3

have revolutionized organic synthesis and greatly broadened
the scope of its applicability to medicine, biology, and
materials science as well as promoting green chemistry. As
a result of its impact, the Nobel Prize in Chemistry 2005
was awarded to Chauvin,4 Grubbs,5 and Schrock6 “for the
development of the metathesis method in organic synthesis”.7

Schrock’s Mo-based olefin metathesis catalysts are air
sensitive but generally more active than air-stable Grubbs’
Ru-based catalysts, and they are complementary in relativities
and other properties.2,8 Grubbs second-generation (Grubbs
II) Ru metathesis catalysts9-16 are a hundred to a thousand

times more active than first-generation Ru metathesis cata-
lysts, and they also exhibit greater thermal and chemical
stability with significant functional group tolerance.9-11 The
difference between the Grubbs I and II catalysts is the
substitution of one of the phosphine ligands, usually tricy-
clohexylphospine, PCy3, of the bisphosphine first-generation
precatalyst, (PCy3)2Cl2Ru)CHPh, by a N-heterocyclic car-
bene (NHC), usually 1,3-dimesityl-4,5-dihydro-2-ylidene,
which is abbreviated as H2IMes.

Together with experimental studies,1-3,9-16 density func-
tional theory (DFT) has been used in the past decade to
model the mechanisms in Grubbs catalysts;17-32 most of the
computational studies employed the BP86 or B3LYP func-
tionals. BP86 was chosen due to its early success in
describing metal-carbonyl compounds,33-35 whereas B3LYP* Corresponding author e-mail: truhlar@umn.edu.
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is the most popular DFT method; many users have used
B3LYP as a “reliable” black-box computational tool. How-
ever, evidence delineating poor performance of popular
density functionals in several areas in chemistry has been
presented by many research groups.36-52 Indeed, BP86 and
B3LYP are not accurate for the description of Grubbs
metathesis catalysis, as shown by Tsipis et al.23 and us;30,53

both functionals fail to predict the trend of the phosphine
binding energies between the first- and second-generation
Grubbs’ ruthenium precatalysts for olefin metathesis.30,31,53

Moreover, Piacenza et al.31 assessed the performance of five
density functionals against benchmark energetic data for
RuCl2(PH3)2CH2, a small model system for the first-
generation Grubbs catalysts. They found that B3LYP gives
the worst performance with a maximum error of 17.8 kcal/
mol. Thus, we think that it is now important to scrutinize
the strength and limitation of popular and new-generation
density functionals for the description of Grubbs olefin
metathesis catalysis.

In order to assess the performance of density functionals
for olefin metathesis, one needs to use accurate benchmark
data. Unfortunately, there are very few experimental data16

that one can directly compare to. Therefore we generate high-
quality data by using the most reliable available levels of
wave function theory (WFT). For real catalysts having the
size of the Grubbs olefin catalysts, state-of-the-art correlated
WFT methods (for example, CCSD(T)54) are prohibitively
expensive. Alternatively, one can use CCSD(T) on small
model systems for the Grubbs olefin metathesis catalysts.
One objective of the present study is to use high-level
CCSD(T) theory to develop benchmark energetic data for
ethene metathesis reactions catalyzed by a model system
[(PH3)(C3H6N2)Cl2Ru)CH2] (1) that mimics the coordinate
covalent bonding in Grubbs second-generation catalysts.

Another goal of our study is to validate a number of low-
cost density functional theory (DFT) methods and to
determine if there are DFT methods that can describe the
energetics of coordinate covalent bonding in Grubbs second-
generation olefin metathesis catalysis sufficiently well for
practical simulations.

This paper is organized as follows. The computational
details and DFT methods are described in Section 2, and
results and discussion are in Section 3. Section 4 presents
concluding remarks.

2. Computational Methods

2.1. Basis Sets. In the present study we employed five
basis sets, and they are listed in Table 1. The DZQ basis set
was defined elsewhere;55,56 it uses the 6-31+G(d,p)57 basis
set for main-group elements and uses the relativistic effective
core potential and valence basis set of Stevens et al.58 for
Ru. The TZQS basis set is slightly different from the TZQ
basis used in our previous studies;55,56 TZQS uses the
MG3S59 basis set (for comparison, TZQ uses MG359) for
main-group elements and the same basis set for Ru as in the
TZQ basis set. The MG359,60 and MG3S59 basis sets are
triple-� quality basis sets, and they have been defined in
previous studies. The ATZQ basis set is also of a triple-�
quality, and it employs the cc-pVTZ61 basis for H, the aug-
cc-pVTZ61 basis for C, N, P, and Cl, and the aug-cc-pVTZ-
PP62 relativistic effective core potential and basis set for Ru.
The AQZQ basis set is of a quadruple-� quality; it employs
the cc-pVQZ61 basis for H, the aug-cc-pVQZ61 basis for C,
N, P and Cl, and the aug-cc-pVQZ-PP62 relativistic effective
core potential and basis set for Ru. The fifth basis set, labeled
AQZQ+d, differs from the fourth by the use of aug-cc-
pV(Q+d)Z63 for P and Cl. Note that the MG3S and aug-
cc-pV(Q+d) Z basis sets for P and Cl include tight d
functions, but the other basis sets used for P and Cl do not.

2.2. Geometries and Energies. The geometries of all
stationary points in the catalytic cycle (Figure 1) of the model
system [(PH3)(C3H6N2)Cl2Ru)CH2] (1) were optimized at
the M06-L/TZQS level. For the purpose of comparison, we
also carried out geomety optimizations at the M06-L/DZQ,
M06/TZQS, BP86/TZQS, and B3LYP/TZQS levels.

All energies in the present paper are Born-Oppenheimer
electronic energies including nuclear repulsion but not
including zero-point vibrational energies or thermal
vibrational-rotational energy.

2.3. Benchmark Calculations. Even for the model system
[(PH3)(C3H6N2)Cl2Ru)CH2] (1), the CCSD(T)/AQZQ level
of theory is too computationally demanding. We estimated
the CCSD(T)/AQZQ+d relative energies for all stationary
points by using a composite approach:

E(est. CCSD(T) ⁄ AQZQ+ d))E(MP2 ⁄ AQZQ+ d)+
(E(CCSD(T) ⁄ ATZQ) - E(MP2 ⁄ ATZQ)) (1)

2.4. Optimization of a Spin-Component-Scaled Second
-Order Møller-Plesset Perturbation Theory for Olefin
Metathesis. Second-order Møller-Plesset (MP2)64,65 per-
turbation theory is the simplest and least expensive first-

Table 1. Basis Sets Employed in the Present Study

Ru

basis sets ECP valence basis H C,N,P,Cl Na

DZQ CEPb CEPb 6-31+G(d,p)c 6-31+G(d,p)c 260
TZQS CEPb CEP+d3fb,d MG3Se MG3Se 522
ATZQ aug-cc-pVTZ-PPf aug-cc-pVTZ-PPf cc-pVTZg aug-cc-pVTZg 668
AQZQ aug-cc-pVQZ-PPf aug-cc-pVQZ-PPf cc-pVQZg aug-cc-pVQZg 1197
AQZQ+d aug-cc-pVQZ-PPf aug-cc-pVQZ-PPf cc-pVQZg aug-cc-pV(Q+d)Zh 1212

a N is the number of contracted basis functions for 1, and “valence basis” denotes the basis set used for the 16 electrons of Ru that are
treated explicitly. The other 28 electrons (a [Ar]3d10 core) of Ru are replaced by a relativistic ECP. b Reference 58. c Reference 57.
d References 55 and 56. e Reference 59. f Reference 62. g Reference 61. h The aug-cc-pVQZ is used for C and N atoms, and the
aug-cc-pV(Q+d)Z basis set63 is used for P and Cl atoms.
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principles WFT method that incorporates dynamical electron
correlation in a systematic way. Recently Grimme66 devel-
oped a spin-component-scaled MP2 (SCS-MP2) method by
separate scaling of parallel- and antiparallel-spin pair cor-
relation energies, in order to improve the accuracy over
standard MP2 theory. (This represents a generalization of
the SAC-MP2 method67 in which both components of the
MP2 correlation energy are scaled with the same factor.)
The total SCS-MP2 energy can be written as

ESCS-MP2 ) EHF+pSES+pTET (2)

where EHF is the Hartree-Fock energy, ES is the singlet
(antiparallel spin) pair correlation energy, and ET is the triplet
(parallel spin) correlation energy. The scaling factors used
by Grimme are pS ) 6/5 and pT ) 1/3. Subsequently Hill
and Platts68 reoptimized these two parameters for weak and
stacking interaction energies, and they obtained a method
called SCSN-MP2, with pS ) 0 and pT ) 1.76. More recently
Distasio and Head-Gordon69 optimized pS and pT for
intermolecular interaction energies with different basis sets,
and they named the new methods SCS(MI)-MP2, in which
MI stands for molecular interaction. In the present study,
we reoptimized pS and pT by least-squares fitting to high-
level CCSD(T) energetic data in the model Grubbs II
metathesis reactions with the AQZQ basis set. We used both
the relative energies and absolute total energies in the
optimization because we found that the optimization would
produce unphysical parameters if the total energies were not
included in the training set. Thus the final training set has
10 absolute energies and 7 relative energies. The resulting
new parameters are pS ) 1.363 and pT ) 0.568, and we call
the new method SCSC-MP2, which stands for SCS-MP2

optimized for catalysis. The pS and pT parameters in
SCS(MI)-MP2 or SCSN-MP2 have been optimized against
the main-group noncovalent interaction energies, so these
parameters are weighted toward the prediction of noncovalent
relative energies. The training data for SCSC-MP2 include
energetic data for covalent and noncovalent interactions and
for transition states involving transition metals. Thus the
SCSC-MP2 model chemistry is optimized against a more
diverse set of data than SCS(MI)-MP2 or SCSN-MP2, and
the optimized values of pS and pT look very reasonable in
magnitude.

2.5. Tested Methods. We test 17 WFT methods, includ-
ing HF, MP2, SCS-MP2, SCSC-MP2, SCS(MI)-MP2, SCSN-
MP2, CCSD, and CCSD(T) with three basis sets.

We tested 39 density functionals with the M06-L/TZQS
geometries. The tested functionals can be classified according
to various rungs of “Jacob’s ladder”70 The lowest rung is
the local spin density approximation (LSDA), in which the
density functional depends only on spin densities, and the
second rung is the generalized gradient approximation (GGA,
in which the density functional depends on spin densities
and their reduced gradient). The third rung is meta-GGA, in
which the functional also depends on the spin kinetic energy
densities. The fourth rung is hyper GGA,70 which employs
full or partial exact Hartree-Fock (HF) exchange. There are
two types of hyper GGAs on the fourth rung, namely the
hybrid GGAs (HF + GGA) and hybrid meta-GGAs (HF +
meta-GGA). In this work, the tested functionals include 8
GGAs (BLYP,71,72 BP86,71,73 G96LYP,72,74 HCTH,75

mPWLYP,72,76 mPWPW,76 OLYP,72,77 and PBE78), 6 meta-
GGAs (BB95,79 M06-L,80 mPWB95,76,79 TPSS,81,82

Figure 1. Structures of the stationary points in the catalytic cycle of the model Grubbs II catalyst [(PH3)(NHC)Cl2Ru)CH2] (1).
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VSXC,83 and τ-HCTH84), 13 hybrid GGAs (B3LYP,
B97-1,75 B97-2,85 B97-3,86 B98,87 BHandH,88 BHandH-
LYP,88 MPW1K,89 mPW1PW,76 MPW3LYP,72,76,90 O3-
LYP, 77,91 PBEh,78 X3LYP92), and 12 hybrid meta-GGAs
(B1B95,79 BB1K,93 BMK, M05,94 M05-2X,95 M06,96

M06-2X,96 M06-HF,97MPW1B95,90MPWB1K,90TPSSh,81,82

and τ-HCTHh84).
2.6. Software. All DFT calculations were carried out

using a locally modified Gaussian0398,99 program, and the
MP2, SCS, and CCSD(T) calculations were performed with
the NWChem100 program.

2.7. Timings. Although computer timings are only ap-
proximate measures of cost because their exact value depends
on the computer program, the computer, the computer’s load,
and other uncontrolled variables, relative timings calculated
with the same program on the same number of processors
of the same computer for the same system can be useful for
approximately gauging the additional effort required for
going to a higher level or different level of theory. Therefore,
for each method (a method is a model chemistry,101 that is,
a combination of a theory level and a basis set), for structure
1, we computed the ratio of the computer time for the single-
point energy calculation at hand and a single-point energy
calculation at the HF/AVTZ level with the same program
on the same number of processors of the same computer.
The relative timings are included in the tables where they
are labeled as “cost”. One technical issue that has a
significant effect on the timings is that the computer programs
we used (see Section 2.6) employ the resolution of the
identity102,103 for nonhybrid DFT but not for MP2. If one
employed a program such as TURBOMOLE for the MP2
and SCS-MP2 calculations, their timings would be smaller.
In addition to all the above caveats, the user should be aware
that the ratios of timings also depend on the size of the
molecule (with the slower methods usually scaling less

efficiently with system size than the faster methods). In light
of these considerations, a factor of 1.5 or 2 between two
such costs is not very significant, but a factor of more can 2
be a very significant consideration in choosing a method.

3. Results and Discussion

3.1. WFT Calculations. Table 2 presents the results for
WFT methods. As discussed in Section 2.3, the best estimates
in Table 2 are calculated with a composite approach (eq 1).
The best estimates in Table 2 employ the AQZQ+d basis
set (fifth basis of Table 1) for the MP2 component. We also
carried out a full set of calculations (not presented in detail)
in which we used the AQZQ basis set (fourth basis set of
Table 1) for the MP2 step. Comparing these two composite
calculations, the largest difference in the seven numbers in
the first row of Table 2 is 0.20 kcal/mol, with a mean
unsigned deviation of 0.09 kcal/mol. The benchmark relative
energetics are illustrated in Figure 2. Figure 2 shows that
the trans-bounded π complex (3-trans) is energetically more
favorable than the cis-bounded π complex (3-cis), and the
energy of 3-trans is lower than 3-cis by 10 kcal/mol.
Furthermore the transition state for the cis pathway (TS-
cis) is energetically less favorable than the trans-pathway
by 1.6 kcal. The results for the π complexes and transition
states seem to favor the trans-pathway. Actually the experi-
mental NMR study of Romero and Piers14 supports the trans-
bound Ru-cyclobutane model compound. However, as shown
in Figure 2, the energy of the cis-Ru-cyclobutane (4-cis) is
energetically more favorable than the trans one (4-trans) by
about 1.2 kcal/mol. Thus one cannot rule out the cis-pathway
from the high-level WFT calculations on the small gas-phase
model system for Grubbs II olefin metathesis catalysts.
Indeed, an experimental paper by Ung et al.13 supported the
cis-pathway. From the results in Figure 2, we can say that

Table 2. WFT Relative Energetics (kcal/mol)a

method costb 1 3-cis 3-trans TS-cis TS-trans 4-cis 4-trans MSE MUE

best estimatec -25.15 -7.69 -17.64 -7.22 -8.84 -20.39 -19.21
CCSD(T)/ATZQ 250 -24.91 -9.13 -18.73 -8.78 -10.07 -21.73 -20.27 -1.07 1.14
SCSC-MP2/AQZQd 92 -25.37 -6.80 -16.39 -6.52 -4.87 -23.28 -22.08 0.12 1.83
SCSC-MP2/AQZQ+dd 93 -25.55 -6.74 -16.36 -6.45 -4.79 -23.21 -22.00 0.15 1.87
SCSC-MP2/ATZQd 1.5 -25.45 -8.44 -17.65 -8.24 -6.15 -24.78 -23.21 -1.11 1.88
CCSD/ATZQ 113 -22.56 -3.58 -15.50 -4.55 -8.26 -18.73 -18.92 2.01 2.01
SCS-MP2/ATZQe 1.5 -21.79 -1.04 -13.17 -1.99 -3.72 -17.36 -18.24 4.12 4.12
SCS-MP2/AQZQe 92 -21.72 0.41 -12.06 -0.48 -2.56 -16.04 -17.22 5.21 5.21
SCS-MP2/AQZQ+de 93 -21.88 0.47 -12.03 -0.41 -2.48 -15.98 -17.14 5.24 5.24
MP2/AQZQ+d 93 -29.75 -14.51 -21.03 -14.54 -10.09 -31.27 -27.11 -6.02 6.02
MP2/AQZQ 92 -29.54 -14.58 -21.05 -14.62 -10.16 -31.34 -27.18 -6.05 6.05
MP2/ATZQ 1.5 -29.50 -15.95 -22.12 -16.10 -11.31 -32.62 -28.17 -7.09 7.09
SCS(MI)-MP2/AQZQf 92 -32.78 -20.26 -24.44 -21.80 -16.30 -37.45 -30.80 -11.10 11.10
SCSN-MP2/AQZQg 92 -35.49 -25.26 -27.44 -27.20 -20.06 -42.67 -34.07 -15.15 15.15
SCSN-MP2/ATZQg 1.5 -35.18 -25.84 -27.91 -27.94 -20.77 -43.24 -34.60 -15.62 15.62
SCS(MI)-MP2/ATZQh 1.5 -35.74 -27.15 -28.73 -28.65 -20.48 -44.48 -35.51 -16.37 16.37
HF/ATZQ 1.0 -12.67 18.39 -1.31 12.21 -1.25 1.67 -5.06 16.88 16.88
HF/AQZQ 85 -12.80 18.69 -1.06 12.54 -0.83 1.92 -4.71 17.13 17.13

a All energies are relative to the 14-electron active catalyst 2. M06-L/TZQS geometries are used for the calculations involved in this table.
b The cost for each method is measured by the computer time for a single point energy calculation of 1 divided by the computer time for an
HF/AVTZ energy calculation with the NWChem program and 512 processors on the MPP2 computer of EMSL. c The best estimates for the
relative energies are obtained with eq 1. d The optimized scaling factors for SCSC-MP2 are pS ) 1.363 and pT ) 0.568. e The scaling
factors for SCS-MP2 are pS ) 1.2 and pT ) 1/3.66 f The scaling factors used for SCS(MI)-MP2/AQZQ are pS ) 0.31 and pT ) 1.46. Note
that these parameters were optimized for the cc-pVQZ basis set.69 g The scaling factors for SCSN-MP2 are pS ) 0 and pT ) 1.76.68 h The
scaling factors used for SCS(MI)-MP2/ATZQ are pS ) 0.17 and pT ) 1.75. Note that these parameters were optimized for the cc-pVTZ
basis set.69
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the trans-path way is kinetically more favorable (E(3-cis)
> E(3-trans); E(TS-cis) > E(TS-trans)) but thermochemi-
cally less favorable (E(4-cis) < E(4-trans)).

We now turn to the performance of the lower-cost WFT
methods. The best performing WFT method is CCSD(T)/
ATZQ, which gives a small mean unsigned error of 1.05
kcal/mol. However, the computational cost of CCSD(T)/
ATZQ is still prohibitively high to be applied to real Grubbs
II catalysts. The SCSC-MP2 method optimized in this work
gives the second best performance. This is not surprising
since we optimized two scaling parameters in SCSC-MP2
against the reference data. A somewhat surprising (but very
encouraging) result is that although the two parameters in
SCSC-MP2 were optimized with the AQZQ basis set, they
work equally well for the ATZQ basis set.

Table 2 also shows that CCSD/ATZQ is slightly worse
than SCSC-MP2, but it performs much better than SCS-MP2.
Comparing the results of canonical MP2 to those of SCS-
MP2, we found that standard MP2 overestimates the stability
of all intermediate stationary points on the potential energy
surface (PES), whereas SCS-MP2 overcorrects the MP2
method and it underestimates them. The MUE of SCS-MP2
is smaller than that for the canonical MP2 method. Perhaps
because the SCS(MI)-MP2 and SCSN-MP2 methods have
been optimized only for noncovalent interactions, both
methods overestimate the stabilities of all stationary points
much more severely than the standard MP2.

3.2. DFT Calculations. Table 3 presents the results for
DFT methods. Table 3 also includes an X column for the
percentage of Hartree-Fock (HF) exchange in each func-
tional and a rung column that assigns each functional to a
rung of Jacob’s ladder. The best performer in Table 3 is M06,
which gives an MUE of 1.18 kcal/mol, surprisingly com-
parable to the performance of CCSD(T)/ATZQ (MUE ) 1.14
kcal/mol). Note that M06 is a much more affordable method
than CCSD(T) or MP2.

The second best method is MPW1B95, which is available
in all versions of the Gaussian 03 program. The best
performing hybrid GGA is PBEh, which performs very well
for this data set, although previous tests81 have shown PBEh
performs worse than B3LYP for main-group thermochem-
istry. The M06-L local functional, which does not have HF
exchange, performs almost as well as PBEh. This is
encouraging, since local functionals are well suited for
calculations on large molecules where more efficient
algorithms102,104-111 can be employed in the absence of
Hartree-Fock exchange. Indeed, with the resolution-of-
identity algorithm, the M06-L/AQZQ calculation on the
precatalysts [(PH3)(C3H6N2)Cl2Ru)CH2] (1) is 48 times
faster than M06/AQZQ on the same molecule with 4 cores
on an IBM BladeCenter Linux cluster.

Our previous tests55,56,95,96 have shown that high-
Hartree-Fock functionals sometimes perform poorly for
transition-metal compounds, because the small unsaturated
transition-metal species used as test cases often have large
near-degeneracy correlation effects. However, for the systems
in the present study, the high-HF functionals, such as
MPWB1K, BB1K, M06-HF, M05-2X, MPW1K, and
M06-2X perform quite well for modeling the model Grubbs
II catalyst; they have an MUE less than 4 kcal/mol. This is
probably due to the fact that near-degeneracy correlation
effects are not dominant in any of the species in the present
study. Nevertheless, we originally recommended96 using M06
or M06-L rather than M06-HF or M06-2X for systems
containing transition metals, and the results in Table 3
confirm that that was a good recommendation.

As can be seen from Table 3, the best performing GGA
is PBE, and the MUE of PBE is 2.5 kcal/mol smaller than
that of BP86.

Another surprising result in Table 3 is that the LYP
correlation functional is problematic for describing the
relative energetics in the model Grubbs II olefin metathesis

Figure 2. Estimated CCSD(T)/AQZQ potential energy surface (kcal/mol) for the metathesis reaction of the model Grubbs II
catalyst [(PH3)(NHC)Cl2Ru)CH2] (1).
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catalysts; all functionals containing LYP perform poorly.
B3LYP gives an MUE of 11.04 kcal/mol, and it underesti-
mates the stability of the stationary points for the cis-pathway
by a large margin. A similar failure of the LYP correlation
functional for Ag clusters has also been reported by Zhao
et al.112

It is interesting to note that whereas the M06 functional
is a many-parameters functional,96 the MPW1B95 and PBEh
functionals were each obtained78,90 by starting with the
exchange and correlation component of previously existing
functionals76,78,79 and combining them with only one new
parameter. Although the PBEh functional performs well for
the model system, it performs poorly for the real Grubbs
catalyst considered in Section 3.4. Therefore it will not be
highly recommended for further use in studies of olefin
metathesis catalysis.

It is especially striking to compare the cost columns of
Tables 2 and 3. Excluding the cost of HF/ATZQ, the costs
in Table 3 are a factor of 6-15 times lower than the smallest

cost value in Table 2 and 930-2500 times smaller than the
largest cost value in Table 2. This makes the good perfor-
mance of M06, MPW1B95, and M06-L particularly striking.

3.3. Effect of Geometries and Basis Sets. In previous
sections, we based our discussions on single-point energies
calculated with the M06-L/TZQS geometries and the TZQS
basis set. In this section we compare results with the
geometries optimized at the M06-L/DZQ, M06/TZQS, BP86/
TZQS, and B3LYP/TZQS levels of theories. We also
examine the sensitivity to the size of basis set. The results
are shown in Table 4.

As shown in Table 4, M06/TZQS//opt gives a MUE of
1.06 kcal/mol, which is comparable to the CCSD(T)/ATZQ//
M06-L/TZQS level. M06/TZQS//M06-L/DZQ gives a slightly
smaller MUE than M06/TZQS//M06-L/TZQS, and this is
also encouraging because M06-L/DZQ is a much faster
method for optimization than the M06-L/TZQS method.
Another encouraging result is that M06-L/DZQ gives an
MUE of 1.75 kcal/mol, which is smaller than the MUE of

Table 3. DFT Relative Energetics (kcal/mol)a

method X rungb costc 1 3-cis 3-trans TS-cis TS-trans 4-cis 4-trans MSE MUE

best estimated -25.15 -7.69 -17.64 -7.22 -8.84 -20.39 -19.21
M06 27 4 (HM) 0.27 -22.58 -5.76 -16.62 -6.17 -8.65 -19.82 -20.17 0.91 1.18
MPW1B95 31 4 (HM) 0.27 -20.93 -3.12 -14.16 -4.81 -9.68 -20.64 -21.64 1.60 2.60
PBEh 25 4 (HG) 0.24 -21.08 -2.42 -12.93 -3.73 -7.83 -19.39 -20.70 2.58 3.01
M06-L 0 3 0.12 -19.68 -4.84 -14.66 -4.36 -5.18 -18.87 -17.49 3.01 3.01
MPWB1K 44 4 (HM) 0.27 -21.77 -2.71 -14.82 -5.63 -11.90 -22.57 -24.09 0.38 3.27
BB1K 42 4 (HM) 0.27 -20.56 -1.35 -13.37 -4.10 -10.20 -20.79 -22.32 1.92 3.31
M06-HF 100 4 (HM) 0.27 -24.68 -2.61 -18.60 -7.59 -19.61 -19.81 -25.60 -1.77 3.52
M05-2X 56 4 (HM) 0.27 -21.48 -1.30 -15.83 -4.15 -12.74 -17.79 -22.50 1.48 3.53
B1B95 28 4 (HM) 0.27 -19.42 -1.50 -12.39 -2.92 -7.51 -18.36 -19.32 3.53 3.56
MPW1K 42 4 (HG) 0.24 -21.13 0.06 -12.26 -2.92 -9.18 -19.31 -21.71 2.81 3.62
TPSSh 10 4 (HM) 0.27 -20.77 -3.11 -12.86 -3.34 -6.77 -15.86 -16.71 3.82 3.82
PBE 0 2 0.10 -20.12 -4.30 -12.75 -3.28 -4.52 -16.51 -16.40 4.04 4.04
mPWB95 0 3 0.12 -19.24 -4.76 -13.20 -3.58 -4.83 -16.21 -15.51 4.12 4.12
M06-2X 54 4 (HM) 0.27 -18.34 0.90 -13.78 -1.88 -8.89 -16.92 -20.63 3.80 4.22
TPSS 0 3 0.12 -20.53 -3.98 -12.92 -3.30 -5.62 -14.71 -14.97 4.30 4.30
mPW1PW91 25 4 (HG) 0.24 -20.05 -0.62 -11.51 -1.90 -6.27 -16.80 -18.45 4.36 4.36
BMK 42 4 (HM) 0.27 -20.02 0.64 -13.12 -6.83 -14.25 -24.87 -29.15 -0.21 5.46
VSXC 0 3 0.12 -25.06 -15.09 -25.79 -14.16 -15.03 -26.30 -23.53 -5.55 5.57
τ-HCTHh 15 4 (HM) 0.27 -19.47 -0.13 -11.11 -0.84 -5.10 -13.59 -15.67 5.75 5.75
B97-1 21 4 (HG) 0.24 -19.01 0.85 -10.66 -0.36 -5.16 -13.32 -15.75 6.10 6.10
mPWPW 0 2 0.10 -18.80 -2.09 -10.94 -1.04 -2.54 -13.41 -13.66 6.24 6.24
BB95 0 3 0.12 -17.44 -2.38 -10.96 -1.22 -2.52 -13.69 -13.12 6.40 6.40
M05 28 4 (HM) 0.27 -15.88 1.90 -8.91 0.87 -2.98 -16.52 -18.37 6.61 6.61
BP86 0 2 0.10 -18.49 -1.79 -10.77 -0.77 -2.39 -12.65 -12.98 6.61 6.61
B98 21.98 4 (HG) 0.24 -18.40 2.01 -9.82 0.75 -4.31 -11.63 -14.28 7.21 7.21
BHandH 50 4 (HG) 0.24 -29.24 -10.92 -22.57 -14.48 -20.64 -33.12 -34.42 -8.46 8.46
BHandHLYP 50 4 (HG) 0.24 -18.22 6.59 -8.70 3.43 -5.31 -9.02 -13.83 8.73 8.73
B97-2 21 4 (HG) 0.24 -16.68 4.00 -7.44 3.14 -1.31 -10.64 -12.87 9.19 9.19
MPW3LYP 20 4 (HG) 0.24 -17.63 3.52 -8.92 3.17 -2.11 -7.58 -10.80 9.40 9.40
X3LYP 21.8 4 (HG) 0.24 -17.26 4.15 -8.44 3.61 -1.86 -7.30 -10.61 9.77 9.77
B97-3 26.93 5 (HG) 0.24 -15.86 5.35 -6.82 3.91 -1.04 -9.70 -12.44 9.93 9.93
B3LYP 20 4 (HG) 0.24 -16.33 5.23 -7.31 4.85 -0.46 -5.78 -9.09 11.04 11.04
mPWLYP 0 2 0.10 -15.75 3.40 -7.56 4.98 1.82 -3.10 -5.41 12.08 12.08
τ-HCTH 0 3 0.12 -14.72 4.43 -5.76 5.53 2.97 -5.71 -7.18 12.24 12.24
BLYP 0 2 0.10 -13.97 5.74 -5.36 7.28 4.09 -0.63 -3.07 14.32 14.32
O3LYP 11.61 4 (HG) 0.24 -11.11 9.42 -1.10 9.43 6.14 -4.39 -6.34 15.46 15.46
HCTH 0 2 0.10 -11.53 8.53 -1.59 9.95 7.77 -3.24 -4.95 15.87 15.87
G96LYP 0 2 0.10 -11.91 8.13 -2.71 9.42 6.52 0.78 -1.37 16.43 16.43
OLYP 0 2 0.10 -8.95 10.56 1.13 11.60 9.75 -1.51 -2.73 18.00 18.00

a All energies are relative to the 14-electron active catalyst 2. The structures of all stationary points are shown in Figure 2. M06-L/TZQS
geometries are used for the calculations involved in this table, and the basis set used for the single-point energies is TZQS. b GGAs are
rung 2, meta functionals that contains spin kinetic energy density are rung 3, hybrid GGAs and hybrid meta functionals are rung 4. On rung
4, hybrid meta GGAs are denoted 4 (HM), and hybrid GGA are denoted 4 (HG). c The cost for each method is measured by the computer
time for a single point energy calculation of 1 divided by the computer time for an HF/AVTZ energy calculation with the Gaussian03 program
and 4 cores on a IBM BladeCenter Linux cluster. d Taken fromTable 2.
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the WFT-based SCSC-MP2 method. Note that this good
performance might due in part to the cancelation of errors,
because M06-L/AQZQ//M06-L/TZQS gives an MUE of 2.94
kcal/mol, just slightly better than the M06-L/TZQS method.

For B3LYP and BP86, the difference in MUEs is small
(<0.5 kcal/mol) between the calculations with consistently
optimized geometries and the calculations with the M06-L/
TZQS geometries.

3.4. Extension to Real Catalysts. Although the model
catalyst studied here provides a useful model for coordinate
covalent bonding in Grubbs II catalysts, it does not include
the bulky and polarizable substituents of real Grubbs
catalysts. Therefore we also carried out some single point
calculations for the analog of the 1f 2 step in a real Grubbs
II catalyst. The best estimate was made by removing zero-
point vibrational energy and thermal vibrational rotational
energy from the experimental value of Torker et al.16 As
shown in Table 5, only M06-L and M06 give good
performance for the phosphine dissociation energy in the real

Grubbs II catalyst. The counterpoise corrected M06 gives
an error of 0.1 kcal/mol, and M06-L gives an error of -0.8
kcal/mol. All other functionals give much larger errors (>8
kcal/mol). Strikingly, the popular BP86 and B3LYP func-
tionals give errors larger than 25 kcal/mol; therefore, they
are not reliable for the studies of mechanisms in the Grubbs
catalysts.

The fact that functionals like PBEh, PBE, TPSS, BP86, and
B3LYP become worse for large molecules is not completely
surprising since several previous studies36-38,42-44,47-49 have
shown a deterioration in performance of several density
functionals for large molecules; the M06 family of functionals
has been shown though not to suffer from this problem of
deteriorating for larger-size molecules.30,53,113-115

4. Concluding Remarks

In the present study, we developed a benchmark data set for
relative energetics in the catalytic cycle of a model system

Table 4. Effects of Geometries and Basis Sets

method costb 1 3-cis 3-trans TS-cis TS-trans 4-cis 4-trans MSE MUE

best estimatea -25.15 -7.69 -17.64 -7.22 -8.84 -20.39 -19.21
M06/TZQS// optc 0.27 -22.59 -6.25 -16.69 -6.20 -8.85 -19.91 -20.15 0.78 1.06
M06/TZQS//M06-L/DZQ 0.27 -22.46 -5.85 -16.63 -6.26 -9.01 -19.99 -20.33 0.80 1.17
M06/TZQS// M06-L/TZQS 0.27 -22.58 -5.76 -16.62 -6.17 -8.65 -19.82 -20.17 0.91 1.18
M06-L/DZQ//optc 0.03 -20.61 -5.98 -16.44 -5.16 -7.99 -18.60 -19.15 1.75 1.75
M06-L/AQZQ//M06-L/TZQSd 0.30 -19.11 -4.45 -13.44 -4.44 -5.97 -19.43 -18.88 2.92 2.92
M06-L/TZQS//M06-L/TZQS 0.12 -19.68 -4.84 -14.66 -4.36 -5.18 -18.87 -17.49 3.01 3.01
BP86/TZQS//optc 0.10 -18.42 -1.73 -12.25 -0.74 -2.30 -12.84 -13.20 6.38 6.38
BP86/AQZQ//BP86/TZQSd 0.18 -17.55 -1.33 -10.72 -0.65 -2.65 -13.43 -14.21 6.51 6.51
BP86/TZQS//M06-L/TZQS 0.10 -18.49 -1.79 -10.77 -0.77 -2.39 -12.65 -12.98 6.61 6.61
B3LYP/TZQS//optc 0.24 -16.20 4.71 -7.50 4.51 -1.07 -6.20 -9.19 10.74 10.74
B3LYP/TZQS//M06-L/TZQS 0.24 -16.33 5.23 -7.31 4.85 -0.46 -5.78 -9.09 11.04 11.04

a Taken from Table 2. b The cost for each method is measured by the computer time for a single point energy calculation of 1 divided by
the computer time for an HF/AVTZ energy calculation with the Gaussian03 program and 4 cores on a IBM BladeCenter Linux cluster. c //opt
denotes a consistently optimized geometry. d The calculations with the AQZQ basis set employ the resolution of identity (or density fitting)
algorithm.

Table 5. Phosphine Dissociation Energies (kcal/mol) in the Real Grubbs II Catalyst

Expt: BDE ) 40.2 kcal/mola

noCpb Cpb

M06 42.84 40.29
M06-L 41.80 39.40
MPW1B95 32.13 30.38
PBEh 25.11 23.20
PBE 20.49 18.64
TPSS 17.80 15.93
BP86 14.49 12.69
B3LYP 12.59 10.84

a Obtained from the experimental16 collision-induced dissociation energy (36.9 kcal/mol) and the scaled vibrational zero-point-energy
correction and thermal vibrational-rotational energy at the M06-L/MIDI! level (scale factor ) 0.982, which is determined by an approach
described in ref 96). b noCP denotes the results that are calculated without counterpoise (Cp) correction for basis set superposition error,
whereas Cp denotes counterpoise corrected results. All DFT calculations in this table employ the TZQS basis set and M06-L/DZQ
geometries.
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for Grubbs second-generation olefin metathesis catalysts. The
benchmark data were determined by a composite approach,
and they are of CCSD(T)/QZ quality. The benchmark data
were used as a training set to develop a new SCSC-MP2
method designed for catalysis. We employed the benchmark
data and experimental data on a real Grubbs catalyst to test
17 WFT methods and 39 density functionals. We found the
following:

1) The SCSC-MP2 method has improved performance for
modeling Grubbs II olefin metathesis model catalysts as
compared to canonical MP2 or SCS-MP2.

2) Among the tested density functionals, M06 is the best
performing functional. M06/TZQS//M06-L/DZQ gives an
MUE of only 1.15 kcal/mol for the benchmark data on model
compounds and 0.1-0.6 kcal/mol for the phospine dissocia-
tion energy in the real Grubbs catalyst, and it is a much more
affordable method than the SCSC-MP2 method or any other
correlated WFT method.

3) The best performing meta-GGA is M06-L; M06-L/DZQ
gives an MUE of only 1.77 kcal/mol for the benchmark data
on model compounds and 0.8-1.6 kcal/mol for the real
Grubbs catalyst.

4) PBEh is the best performing hybrid GGA, with an MUE
of 3.01 kcal/mol for the benchmark data on model com-
pounds, but this error increases to 16-18 kcal/mol for the
real Grubbs catalyst.

5) B3LYP and BP86 are not accurate for modeling Grubbs
II olefin metathesis catalysts; BP86 perform relatively better
than B3LYP. B3LYP underestimates the stability of the cis-
pathway by a large margin and has an error of 28-29 kcal/
mol for the real Grubbs catalyst.

From the assessments, we recommend the M06 and M06-L
functionals for modeling Grubbs II olefin metathesis cata-
lysts. The local M06-L method is especially efficient for
calculations on large systems. BP86, B3LYP, and eight other
functionals containing the LYP correlation functional should
be avoided.

We have shown that M06-class functionals also give a
good performance for describing interactions in zeolite model
complexes115 and adsorptions of CO on the Mg(001)
surface116 as well as performing well here. Thus the M06
functional suite has been shown to be broadly used for
modeling catalysis.
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R. Chem. Phys. Lett. 1995, 240, 283.
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Abstract: It is shown that molecular electrostatic potentials obtained from iterative or self-
consistent Hirshfeld atomic point charges agree remarkably well with the ab initio computed
electrostatic potentials. The iterative Hirshfeld scheme performs nearly as well as electrostatic
potential derived atomic charges, having the advantage of allowing the definition of the atom in
the molecule, rather than just yielding charges. The quality of the iterative Hirshfeld charges for
computing electrostatic potentials is examined for a large set of molecules and compared to
other commonly used techniques for population analysis.

Introduction

The electrostatic potential (ESP)1 plays a very important role
in the study of chemical reactivity.2-7 Indeed, when a
molecule nears another molecule, the first thing it “notices”
from the other molecule is its ESP. Hence, the ESP plays a
fundamental role in theories that aim at explaining chemical
reactivity, for instance, in so-called conceptual or chemical
density functional theory (DFT).8 The ESP also attracts
attention because it has been shown that atomic9 and
molecular energies10,11 can be expressed in terms of elec-
trostatic potentials at the nuclei and the nuclear charges, such
that

E) f({V0,A,ZA}) (1)

When used in chemical reactivity, studying where the
minima in a molecular ESP occur allows, for example, the
prediction of where an electrophile is most likely to
attack.2,3,5,6 Naturally, this is only a first approximation, and
one needs to include many more effects when the molecules
approach each other more. The interaction energy is then
best described in terms of a Taylor expansion of the energy
with as variables the number of electrons and the external
potential.12,13Even if for the latter part the ESP is a good first
approximation, it should be taken into account that once two
molecules approach each other sufficiently close, the electro-
static potential of the molecules is altered in the electronic
polarization process, and as such, one should compute it for

every new mutual arrangement of the molecules. In other words,
the electrostatic potential of an isolated molecule should only
be used as a reactivity index for the very first stages when two
distant molecules start approaching each other. Also, if charge
transfer happens between the molecules, other reactivity indices
need to be studied as well in order to interpret or predict the
reactivity. Nevertheless, the ESP remains a very valuable field
and is used to understand, e.g., interactions between biomole-
cules.4,14-20 A frequently used option in studying the intermo-
lecular interaction is to examine the electrostatic potential at
and beyond some minimum distance from the molecule, e.g.,
on the van der Waals radius.

The ESP of a molecule V(r) can be computed relatively
easily given the positions RA and charges ZA of the nuclei
in the molecule and the electronic density function F(r):

V(r))∑
A

ZA

|r-RA|
-∫ F(r′) dr′

|r- r′ | (2)

As the ESP is of such importance, it is a ubiquitously used
field in 3D-QSAR.19,21 In classical QSAR, often molecular
descriptors are used that are related to the ESP.14,15,22 A good
example is atomic charges.

V(r) can also be computed from a sum of contributions
from all the multipoles of the charge distribution. One can
either take the entire molecular charge distribution or work
in terms of certain parts of the molecule, e.g., regions of
space associated to certain atoms in the molecule. It follows
from Coulomb‘s law that any distribution of electrical charge
creates a potential V(r) at each point in the surrounding space.* Corresponding author. E-mail: Patrick.Bultinck@UGent.be.
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In the elementary example of the discrete charge distribution
of a collection of point atomic charges, an approximate
electrostatic potential can be computed as

V(r) ≈ V′(r))∑
A

qA

|r-RA|
(3)

Such an approximation naturally comes at the cost of a
loss of quality of the ESP. Nevertheless, when high
throughput of molecules is needed or for very large
molecules, such approximate ESP are often used, e.g., in
comparative molecular field analysis (COMFA).21 When
compared to the ab initio ESP, quite large errors can occur,
depending on the technique used for computing the atomic
charge. An exception is ESP-derived atomic charges. These
naturally reproduce relatively well the ESP as they are
obtained via a fit of V′(r) versus V(r) with the atomic charges
as variables under some constraints such as that the sum of
the atomic charges needs to be equal to the molecular charge
and optionally the requirement that the atomic charges
reproduce some molecular multipole moments. Different
algorithms are commonly used, known under names such
as CHELP(G)23,24 or the Merz-Kollman-Singh25,26 method.
It is important to note that these atomic charges are obtained
as a statistical fit to the ab initio potential and as such the
charges are not the product of a true “atom in the molecule”
(AIM). That is, there is no AIM density function from which
the charge is derived as

qA ) ZA -∫ FA
AIM(r) dr (4)

Moreover, there are quite important statistical problems
with ESP-derived charges due to rank problems.27-29 The
wording atom in the molecule (abbreviated AIM) is used in
a more general meaning than Bader’s technique based on
zero flux surface analysis.30,31 As is clear from the above,
the AIM plays an important role in the evaluation of V′(r).
The importance of the AIM, however, is far from limited to
this use. The AIM forms a cornerstone of chemistry and is
quantum chemical object with a density function attached
to it. This is also the main distinction between a true AIM
method and a population analysis method. The latter methods
only yield atomic charges whereas these are only one quantity
derivable from the density function. Despite the role of the
AIM, its precise nature is still subject of debate32-34 and
many different AIM methods have been described. Recently,
one of the authors has described the iterative Hirshfeld
method35,36 (Hirshfeld-I). At that time, it was found that the
atomic charges resulting from the Hirshfeld-I AIM density
function, correlate well with electrostatic potential derived
charges. This raises the question whether this is merely a
chance correlation between the two charge sets or whether
there is also a good correlation between the Hirshfeld-I based
V′(r) and ab initio V(r).

The purpose of the present study is thus to examine how
good V′(r) derived from (3) is compared to the ab initio
potential. The reason why such a study is highly relevant is
that, if the Hirshfeld-I AIM definition derived from solely
the molecular density function, gives fairly good V′(r), this
suggests that it is a promising source for AIM condensed

reactivity indices in general. In other words, even a simple
approximate ESP from (3) using Hirshfeld-I charges is able
to provide insight in molecular reactivity. Moreover, if the
quality of the approximate ESP is roughly similar to the
approximate ESP obtained with ESP-derived charges, the
Hirshfeld-I method has the important advantage of being an
AIM method, rather than merely a technique for population
analysis. Moreover, it is a technique that allows defining the
atom in the molecule and which does not suffer from
numerical instability, as ESP-derived charges do.

Theoretical Background

As stated earlier, the ESP is especially useful for the first
stages of an electrostatic interaction, with V(r) being
computed on an outer surface of the molecule. A common
approach is to use a set of intersecting spheres centered on
each atom with some atom specific radius. This may be a
number of times the van der Waals radius, or some other
appropriate radius. Such a surface can be generated readily
for any molecule. Alternatively, one can also use an
isodensity surface, as was suggested by Bader et al.30 The
advantage of using such a surface is the fact that it is more
molecule specific than using a surface based on intersecting
spheres where each atom of a specific element shares the
same radius. In the present study, a series of molecular
surfaces is generated based on intersecting fixed radius
spheres around the different nuclei. This choice is based on
the fact that this is also the method used for computing ESP-
derived charges and that the Hirshfeld-I based approximate
ESP is to be compared to that based on ESP-derived charges.
The latter are known to depend to sometimes significant
extent on the selection of the surface, hence a fair comparison
should be made based on the same appropriate point selection
scheme.

In this study it will be examined how well different AIM
methods perform for predicting V′(r) compared to ab initio
V(r). Most of these methods have already been described in
detail in the literature. The exception is the iterative
Hirshfeld-I method. In the Hirshfeld-I method, the AIM
density function is obtained as follows. First, for a real
molecule a promolecule is constructed in exactly the way
proposed originally by Hirshfeld.37 The promolecular density
function FMol

0 (r) is the union of the density functions FA
0 (r)

of the isolated atoms A put on exactly the same place in
space as in the molecule. At each point in space, the weight
wA(r) of an AIM A is computed as

wA(r))
FA

0 (r)

FMol
0 (r)

)
FA

0 (r)

∑
A

FA
0 (r)

(5)

This positive definite weight summed over all atoms equals
unity. The density function for an AIM A (denoted) FA

AIM(r)
is then obtained from the molecular density function FMol(r)
via

FA
AIM(r))wA(r)FMol(r) (6)

Different authors32,35,38-40 have shown that there is a
fundamental problem with the original Hirshfeld method, as
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the AIM density function depends quite strongly on the
isolated atom densities used. For instance, in a molecule like
N2, Davidson et al.32 have shown that different atomic
charges are found for the nitrogen atoms depending on
whether the promolecule was constructed of two neutral
nitrogen atoms or a positive and a negative one. Bader et
al.40 criticized the method because it, indeed, also gives very
small atomic charges on highly ionic compounds. These
problems were addressed by Bultinck et al.35,36 by iteratively
changing the isolated atoms used for computing the AIM
density function. Starting from some chosen set of isolated
atom fragments (neutral or charged), wA(r) is computed
according to (5). Using this weight function, AIM densities
for all A are computed via (6). From this density function,
the AIM electronic population is computed. For this precise
electronic population, a new FA

0 (r) is computed for all A.
Then, a new wA(r) can be computed, yielding new AIM
density functions. The procedure is repeated until conver-
gence, meaning that the atomic electronic populations used
for computing wA(r) no longer differ from those obtained
by integrating FA

AIM(r). For the exact details of the method,
called Hirshfeld-I, including the method of how to deal with
noninteger electronic populations, the reader is referred to
Bultinck et al.35,36 Hirshfeld-I AIM density functions no
longer depend on the starting set of atomic densities and
always produce the same unique solution and are fairly
independent of the basis set used.36

Computational Methods

In order to assess the quality of V′(r) from (3) by comparison
to the exact V(r), the molecular ESP is computed ab initio
at the RHF/6-311++G** level. As explained above, the ESP
is a reactivity descriptor for the first stages of approach
between two molecules. Hence, the ESP is computed on a
grid of points on an outer surface of the molecule. A self-
written program allows computing points on a single layer
or on different layers around the molecule in a similar way
as in the Merz-Singh-Kollman scheme introduced by U. C.
Singh and P. A. Kollman.25 In the present study, the grid
points are located on four layers around the molecule. The
first layer is constructed from atom-centered spherical
surfaces with all Merz-Kollman radii of the spheres scaled
by a factor of 1.4. The grid density on these surfaces is
chosen at 5 points per unit surface. For the more distant
layers, the radii of the atom centered spheres are increased
as prescribed in ref 26. On the resulting total set of points,
the ab initio ESP is computed and stored as reference.

From the molecular density function, the AIM are com-
puted in each molecule using different techniques: the
Mulliken33 method, the original Hirshfeld method, and
Hirshfeld-I and natural population analysis41 (NPA). V′(r)
are computed from (3) with atomic charges obtained from
(4). V′(r) are also computed from atomic charges derived
from electrostatic potential fitting. For the latter, a least-
squares regression fit is performed between V′(r) and V(r)
with the atomic charges as variables. Considering the grid
used in the present study, the resulting atomic charges should
be quite close to results obtained with the Merz-Kollman-
Singh algorithm, as the grid points are sampled according
to the Merz-Kollman-Singh scheme. Our calculations
revealed this to be the case. Results of this fit with our own
grid will be denoted as MKS-VBF.

In order to be able to properly assess the quality of V′(r),
a set of 158 molecules is used. These molecular structures
for the test set are available in the Supporting Information.
For each molecule individually, the root-mean-square error
between V′(r) and RHF/6-311++G** V(r) is computed as
well as the squared correlation coefficient R2 between both.
The average R2 considering all molecules is also computed,
together with its standard deviation. Finally, also the R2 over
all grid points in all molecules is computed.

All molecular density functions in the present work were
computed at the RHF/6-311++G** level of theory using
Gaussian-03.42 AIM density functions and atomic charges
were computed with self-developed programs, except for the
NPA atomic charges that were taken from Gaussian-03
directly.

Results and Discussion

In order to make the presentation of the results as clear as
possible, each step is illustrated by just one molecule, namely
ethoxyethane (molecule 54), after which the results over the
entire molecular set are presented. Table 1 gives the atomic
charges on all atoms of molecule 54 for the different types
of AIM methods or population analysis.

As was reported previously by Bultinck et al., Hirshfeld-I
charges correlate relatively well with the ESP-derived

Table 1. Atomic Charges (in au) in 54 Computed from
Different AIM Methods and Methods for Population
Analysis

MKS-VBF Hirshfeld Hirshfeld-I Mulliken NPA

H 0.1042 0.0273 0.1078 0.1510 0.1797
C -0.3003 -0.0721 -0.4018 -0.3881 -0.5315
H 0.0699 0.0223 0.0947 0.1242 0.1690
C 0.2782 0.0532 0.2534 -0.1136 0.0673
H 0.0657 0.0277 0.1036 0.1198 0.1765
O -0.5256 -0.2095 -0.4316 -0.1717 -0.6712
H 0.0320 0.0302 0.0400 0.1473 0.1517
H -0.0062 0.0193 0.0140 0.1020 0.1257
C 0.3972 0.0516 0.2679 -0.0925 0.0637
C -0.4205 -0.0681 -0.3897 -0.5204 -0.5134
H -0.0122 0.0182 0.0116 0.1168 0.1258
H -0.0072 0.0191 0.0178 0.1104 0.1277
H 0.0872 0.0255 0.0977 0.1218 0.1711
H 0.1231 0.0278 0.1077 0.1454 0.1794
H 0.1181 0.0274 0.1069 0.1475 0.1786

Table 2. Root-Mean-Square Error (rmse, in Units 10-3 au),
Slope (a) and Intercept (b, in Units 10-3 au) of the
Regression Line, and R2 for V′(r) versus V(r) for Molecule
54 and Different AIM Methods and Methods for Population
Analysisa

MKS-VBF Hirshfeld Hirshfeld-I Mulliken NPA

rmse 2.0 5.8 2.8 7.0 10.6
a 0.97 0.49 0.90 0.76 1.81
b 0.0 -0.4 -0.5 -0.6 -0.7
R2 0.97 0.93 0.94 0.62 0.93

a Hirshfeld denotes the original Hirshfeld method and Hirshfeld-I
the iterative version.

336 J. Chem. Theory Comput., Vol. 5, No. 2, 2009 Van Damme et al.



charges. The R2 between MKS-VBF and Hirshfeld-I is 0.81.
Having computed the atomic charges and the exact ab initio
molecular ESP V(r), V′(r) is computed from (3). Table 2
gives for each method the root-mean-square error (rmse)
between both potentials for molecule 54, as well as the slope
and intercept of the regression line V(r) ) aV′(r) + b and
R2 between the ab initio and approximate ESP.

As expected, Table 2 reveals that the rmse is quite low
for the MKS-VBF method and that the R2 is quite high.
Interestingly, the rmse is quite low for the Hirshfeld-I
technique as well. Also, the R2 is quite good. The correlation
between V(r) and V′(r) is shown in Figure 1 for both MKS-
VBF and Hirshfeld-I.

Figure 1 shows that the regression line is even relatively
close to the bisector. The other sets of atomic charges
perform less good. At least for molecule 54, Hirshfeld-I is
nearly as good as the MKS-VBF method. There is also a
clear improvement for Hirshfeld-I compared to Hirshfeld,
despite the fact that the squared correlation coefficient and
intercept are very similar. The slope is completely different,
which may have important consequences when making
comparisons among different molecules (see below). This
shows that it is important to include the iterative procedure
in the Hirshfeld method.

Naturally, a single molecule does not suffice to draw
general conclusions and so the entire molecular set must be
considered. The table giving the statistical characteristics for
each molecule in the molecular set can be found in the
Supporting Information. When considering the entire set, it
is found that for some molecules, e.g., NPA charges give
very good R2 but relatively high rmse. This means that the
regression line differs quite strongly from the bisector. Even
with individual high R2 for every molecule separately, one
can have poor performance for the comparison of different
molecules. In order to establish to what extent the different
methods perform over the entire test set, Table 3 gives the
average rmse with the associated standard deviation, the
average R2 with the standard deviation and R2. The latter
value is the squared correlation coefficient over the union
of all grid points in all molecules. This value indicates
whether there is a common correlation beneath a set of
individually good correlations per molecule. Also included
are the average slope and intercept for the regression equation
V(r) ) aV′(r) + b and the standard deviations on these
values.

Table 3 clearly shows that the average rmse is quite low
for MKS-VBF, as expected. Also, the standard deviation is
relatively low, meaning that for all molecules the rmse is
roughly equally good. As MKS-VBF is a least-squares fit
between the ab initio and approximate ESP, all statistical
parameters describing their mutual relationship are the best
over all methods. The original Hirshfeld method performs
acceptably for both rmse and its standard deviation. The
Mulliken method performs poorly, with NPA in between.
Hirshfeld-I performs very well, as will be discussed below
in more detail. Roughly the same picture is found based on
the R2. The average R2 is best for MKS-VBF and Hirshfeld-
I. Occasionally, Mulliken or NPA can also give high R2 for
individual molecules, but not in a consistent fashion. This
is clearly revealed by the large standard deviation in R2 for
these methods. As a graphical representation of the perfor-
mance of the different methods, Figure 2 shows the values
for the rmse, R2, slope, and intercept for every molecule
individually for all methods used.

As Figure 2 clearly shows, the ranges in all statistical
parameters are relatively small for MKS-VBF and Hirshfeld-
I. This is clearly not the case for Mulliken and NPA. A
further interesting comparison lies in the slope and intercept
of the regression lines between V(r) and V′(r). As Table 3
shows, the average slope is relatively close to 1 for MKS-
VBF, Hirshfeld-I, NPA, and surprisingly also Mulliken. For
the Mulliken method, however, this high slope comes with
a very large standard deviation, which is not the case for
MKS-VBF and Hirshfeld-I. The average slope for the
Hirshfeld method deviates quite a lot from 1.0. The average

Figure 1. Correlation between V′(r) and V(r) (in au) for molecule 54 for (a) MKS-VBF and (b) Hirshfeld-I.

Table 3. Average Root Mean Square Error (rmse, in Units
10-3 au), Slope (a) and Intercept (b, in Units 10-3 au), R2

over All Molecules with Standard Deviation, and R2 over all
Grid Points in All Moleculesa

MKS-VBF Hirshfeld Hirshfeld-I Mulliken NPA

rmse 2.2 8.11 4.4 14.4 7.6
0.7 0.9 1.0 10.9 2.0

a 0.97 0.52 0.83 0.81 1.22
0.02 0.14 0.12 0.48 0.23

b 0.0 -0.2 -0.4 -1.1 -1.1
0.0 0.2 0.2 1.1 0.5

R2 0.97 0.87 0.93 0.61 0.89
0.02 0.09 0.05 0.32 0.08

Rall
2 0.98 0.86 0.93 0.36 0.89

a The first number denotes the average, the second the
standard deviation. For each parameter, the best value is italicized
(excluding MKS-VBF).
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intercept for the different methods points out that both
Hirshfeld and Hirshfeld-I perform very well. R2 confirms the
conclusions from the other statistical parameters, namely that
MKS-VBF and Hirshfeld-I perform consistently well and
Mulliken performs very badly.

The Hirshfeld-I method, although not fitted to the ESP,
performs nearly as well as MKS-VBF. This is a very
interesting observation as the Hirshfeld-I method is an AIM
method and not merely a method for atomic charges. This
is very important as, given an AIM density function, one
can compute all the expectation values that can be computed
from a density function in the usual quantum mechanical
way. Atomic dipole moments can, e.g., be computed. This
is not the case with ESP-derived charges as one has no
density function.

When comparing to the original Hirshfeld method it is
seen that the inclusion of the iterative procedure in Hirsh-
feld-I improves the quality of the fit between V(r) and V′(r).
All parameters describing the quality of the fit are signifi-
cantly better for Hirshfeld-I than for the original method
except for a slightly better average intercept. The difference,
however, is very small. Bultinck et al.35 previously pointed
out that there are significant differences in atomic charges
between Hirshfeld-I and the original Hirshfeld method. These
results are opposite to those of Nalewajski et al.,43 who report
only a weak dependence of resulting AIM charges on the
promolecule chosen. According to them, using an ionic
promolecule leads to only a slightly larger charge separation
for NaCl. Our calculations reveal that this effect is quite
large. For NaCl the difference in charge separation amounts
roughly 0.5 between the Hirshfeld and Hirshfeld-I schemes.
The present results show that the inclusion of the self-

consistently obtained promolecule in the Hirshfeld-I proce-
dure also has a marked effect on the agreement between V′(r)
and V(r).

Finally, the question arises to what extent the good
performance of the Hirshfeld-I scheme allows one to
conclude it as the best or final AIM method. We believe
that such a far-reaching conclusion cannot be drawn from
this study. The present study only shows that, among the
methods tested, it is the best performing AIM method when
it comes to yielding approximate ESP’s that are most similar
to the ab initio ones. Good performance in an approximate
scheme cannot be used as an argument for more general
conclusions. We do, however, stress that the present study
is a clear indication that for atom condensed reactivity
indices, which are almost always computed in some ap-
proximate way,44 the very good performance of Hirshfeld-I
shows that they may be the best choice for computing such
indices. Other AIM techniques that already do not perform
well for a simple field like electrostatic potential can hardly
be expected to perform well for more subtle fields. The main
advantage of the Hirshfeld-I approach to ESP as opposed to
the electrostatic potential derived charges based ESP is that
no statistical rank problems exist with the Hirshfeld-I method
and that it gives a true AIM density function instead of
merely a set of atomic charges.

Conclusions

It has been shown that the quality of electrostatic potentials
derived from a simple monopole approximation compared
to the true ab initio electrostatic potentials on a surface
surrounding the molecule depends strongly on the atoms in
molecules method or population analysis technique. ESP-

Figure 2. Rmse (au), R2, slope, and intercept (au) for each molecule for MKS-VBF (a), Hirshfeld (b), Hirshfeld-I (c), Mulliken
(d), and NPA (e).
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derived atomic charges perform well, as expected, but have
the drawback that they do not define the atom in the
molecule. The Hirshfeld-I method does give an atom in the
molecule with its own density function and the atomic
charges derived from it give a statistical fit to the true
electrostatic potential that is nearly as good as that for the
ESP-derived charges. This suggests that the Hirshfeld-I
method could be a very good candidate for use in other atom
condensed reactivity indices.
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Abstract: A theoretical study of the absorption and fluorescence UV/vis spectra of N,N-
dimethylaniline in different solvents has been performed, using a method combining quantum
mechanics, molecular mechanics, and the mean field approximation. The transitions between
the three lowest-lying states have been calculated in vacuum as well as in cyclohexane,
tetrahydrofuran, and water. The apparent anomalies experimentally found in water (a blue shift
in the absorption bands with respect to the trend in other solvents, and an abnormally high red
shift for the fluorescence band) are well reproduced and explained in view of the electronic
structure of the solute and the solvent distribution around it. Additional calculations were done
with a mixture of cyclohexane and tetrahydrofuran as solvent, which displays a nonlinear
solvatochromic shift. Results, although not conclusive, are consistent with experiment and provide
a possible explanation for the nonlinear behavior in the solvent mixture.

1. Introduction

The nature and relative energies of the electronic states of a
molecule determine its photophysical and photochemical
properties. The environment in which a molecule is immersed
can alter these states, which in turn modifies the properties,
giving rise, for instance, to solvatochromic shifts in absorp-
tion and emission UV/vis spectra.1 The experimental study
of solvent effects on UV/vis spectra provides an important
insight on the electronic properties of molecules, while their
theoretical study represents an important challenge, since it
requires both an accurate description of the internal structure
of the solute and an appropriate modeling of the solvent
structure and the solute-solvent interaction. The develop-
ment of high-quality quantum methods capable of describing
excited states (CASPT2, TD-DFT, etc.), together with
convenient solvent models (PCM, RISM, MD, etc.), has
allowed theoretical calculations of solvent effects to reach a
high accuracy.

In our group, we have developed a method, called ASEP/
MD (Averaged Solvent Electrostatic Potential from Molecu-
lar Dynamics) for including the solvent influence on quantum
calculations.2-4 This method has been successfully applied
to the study of diverse properties and processes,5-10 including
UV/vis spectra.11-14 In this paper, we carry out a study of
solvent effects on the absorption and emission spectra of N,N-
dimethylaniline (DMA), Figure 1. The solvatochromic shifts
of the absorption and emission maxima of DMA in different
solvents are in general proportional to the polarity function
of the solvent (f(ε) ) 2(ε - 1)/(2ε + 1)), but in water and
other protic solvents this trend is broken. Additionally, in
cyclohexane/tetrahydrofuran solvent mixtures, the solvato-
chromic shifts do not vary linearly with the molar fractions,
as would be expected from the dielectric properties of the
solvent.1 We expect the ASEP/MD method to be able to
correctly reproduce and explain these apparently anomalous
behaviors, since it takes into account the explicit structure
of the solvent and allows the use of accurate quantum
methods. To attain these goals, it has been necessary to
extend the method to work with solvent mixtures of arbitrary
composition, which required only minimal changes in the
previous software.
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In section 2 we present a description of the methods and
models used in this work, along with computational details.
Section 3 contains the obtained results and discussion,
divided into subsections gas phase, pure solvents, and solvent
mixture. Finally, our conclusions are presented in section 4.

2. Methods and Details

Solvent effects on the DMA UV/vis spectra were calculated
with ASEP/MD method. This is a sequential quantum
mechanics/molecular mechanics (QM/MM) method imple-
menting the mean field approximation. It combines, alter-
nately, a high-level quantum mechanics (QM) description
of the solute with a molecular mechanics (MM) description
of the solvent. One of its main features is the fact that the
solvent effect is introduced into the solute’s wave function
as an average perturbation. Details of the method have been
described in previous papers,2-4 so here we will only present
a brief outline.

As mentioned above, ASEP/MD is a method combining
QM and MM techniques, with the particularity that full QM
and MD (molecular dynamics) calculations are alternated and
not simultaneous. During the MD simulations, the intramo-
lecular geometry and charge distribution of all molecules is
considered as fixed. From the resulting data, the average
electrostatic potential generated by the solvent on the solute
(ASEP) is obtained. This potential is introduced as a
perturbation into the solute’s quantum mechanical Hamil-
tonian, and by solving the associated Schrödinger equation,
one gets a new charge distribution for the solute, which is
used in the next MD simulation. This iterative process is
repeated until the electron distribution of the solute and the
solvent structure around it are mutually equilibrated.

The ASEP/MD framework can also be used to optimize
the geometry of the solute molecule.5 At each step of the
ASEP/MD procedure, the gradient and Hessian on the
system’s free-energy surface (including the Van der Waals
contribution) can be obtained, and so they can be used to
search for stationary points on this surface by some
optimization method. After each MD simulation, the solute
geometry is optimized within the fixed “average” solvent
structure by using the free-energy derivatives. In the next
MD simulation, the new solute geometry and charge
distribution are used. This approach allows the optimization
of the solute geometry simultaneously to the solvent structure.

For calculating transition energies, the iterative process is
performed on the initial state of the transition (the ground-
state for absorption, the excited-state for emission), i.e., the
atomic charges for the MD and the energy derivatives for
the geometry optimization of the solute are calculated with
the initial state wave function. Then, with a frozen solvent

model, the transition energies between the different states
are obtained. It is also possible to calculate transition energies
with a polarizable solvent model; in this case, once the solute
and solvent structure have been optimized for the initial state
of the solute, each state energy and wave function is
calculated with the same solvent structure, but where the
solvent molecules’ charges are replaced by gas-phase
charges plus a molecular polarizability.11,13 In this work we
used a nonpolarizable solvent model in all cases, as test
calculations with polarizable solvent did not show an
important enough influence to compensate the increased
computational effort required.

With the transition energies calculated in solution and in
gas phase, the solvent shift δ can be obtained as the
difference:

δ)∆E-∆E0

) (〈Ψf|ĤQM + V̂|Ψf〉 - 〈Ψi|ĤQM +V|Ψi〉)-

(〈Ψf
0|ĤQM

0 |Ψf
0〉 - 〈Ψi

0|ĤQM
0 |Ψi

0〉)

) (〈Ψf|ĤQM + V̂|Ψf〉 - 〈Ψf
0|ĤQM

0 |Ψf
0〉)-

(〈Ψi|ĤQM + V̂|Ψi〉 - 〈Ψi
0|ĤQM

0 |Ψi
0〉) (1)

where the subindices i and f denote the initial and final state,
ĤQM is the QM Hamiltonian of the solute at the in-solution
geometry, without the solute-solvent interaction, V̂, and ĤQM

0

is the QM Hamiltonian at the gas-phase geometry; Ψ and
Ψ0 are, respectively, the wave functions optimized in solution
and in gas phase. This solvent shift can be partitioned in
different contributions, namely a geometry contribution δgeo,
an electronic distortion contribution δdist, and an electrostatic
solute-solvent contribution δelec. If we introduce Ψ′ as the
wave function optimized for the ĤQM Hamiltonian:

δ) δgeo + δdist + δelec

δgeo ) (〈Ψ′
f|ĤQM|Ψ′

f〉 - 〈Ψf
0|ĤQM

0 |Ψf
0〉)-

(〈Ψ′
i|ĤQM|Ψ′

i〉 - 〈Ψi
0|ĤQM

0 |Ψi
0〉)

δdist ) (〈Ψf|ĤQM|Ψf〉 - 〈Ψ′
f|ĤQM|Ψ′

f〉)-

(〈Ψi|ĤQM|Ψi〉 - 〈Ψ′
i|ĤQM|Ψ′

i〉)

δelec ) 〈Ψf|V̂|Ψf〉 - 〈Ψi|V̂|Ψi〉 (2)

Thus, δgeo is the solvent shift due to the change in geometry
between gas phase and solution, δelec corresponds to the
difference in solute-solvent interaction energy between the
initial and final states, and δdist corresponds to the difference
in the wave function distortion energy. For convenience,
fluorescence energies are reported as positive values, al-
though they would be negative when eq 1 is applied.
Similarly the δ values for fluorescence are given as positive
numbers for blue shifts and negative for red shifts. Note that
the Van der Waals component of the interaction energy is
not included in the above expressions, since we adopt the
approximation of considering it constant for all electronic
states of the solute, and therefore it vanishes when vertical
transition energies are considered.

The quantum calculations of the solute molecule were done
with the complete active space self-consistent field (CAS-
SCF) method,15 using the 6-311G** basis set. Gas-phase
calculations were also done with 6-31G**, cc-pVDZ, and

Figure 1. N,N-Dimethylaniline (DMA).
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6-311++G** basis sets. The active orbitals were the six π
and π/ orbitals of the phenyl ring and the nonbonded orbital
of the nitrogen, and eight electrons were included in these
orbitals, for an (8,7) total active space. Geometry optimiza-
tions in gas phase and in solution were performed on pure
roots (the ground state, S0, or the first excited singlet state,
S1), but transition energies were always calculated with a
state-average (SA) calculation of the first three singlet states,
S0, S1, and S2. To obtain accurate transition energies, it is
known that the inclusion of dynamic correlation in the
quantum calculations is necessary, which we did with the
complete active space second-order perturbation (CASPT2)
method,16,17 using the SA-CASSCF(8,7) wave functions as
reference. A new IP-EA shifted zeroth-order Hamiltonian
has been recently proposed for CASPT2 calculations,18 which
is supposed to reduce systematic overstabilization errors in
open-shell systems (as in the excited states). We did all
CASPT2 with the proposed IP-EA shift of 0.25 Eh (CASPT2
(0.25)) as well as with no IP-EA shift (CASPT2(0.00)). To
minimize the appearance of intruder states, an additional
imaginary shift of 0.1i Eh was used. No symmetry was
assumed in any case.

The MD simulations were carried out with rigid molecules;
cyclohexane, tetrahydrofuran, and water were used as
solvents. Lennard-Jones parameters and solvent atomic
charges were taken from the OPLS-AA force field,19 and
solute atomic charges were calculated from the quantum
calculations with the CHELPG method.20 The geometry of
cyclohexane and tetrahydrofuran were optimized with B3LYP/
6-311G**; for water, the TIP3P model was employed. An
amount of 216 solvent molecules and the solute were
included in a cubic simulation box (800 water molecules for
aqueous solution) at the experimental density of the solvent.21

Periodic boundary conditions were applied, and spherical cut-
offs were used to truncate the interatomic interactions at
12 Å; long-range interactions were calculated using the
Ewald sum technique. The temperature was fixed at 298 K
by using the Nosé-Hoover thermostat. A time step of 0.5
fs was used during the simulations, and each one was run
for 100 ps after 25 ps equilibriation.

At each step of the ASEP/MD procedure, 500 configura-
tions evenly distributed from the MD run were used to
calculate the ASEP and a radius of 15 a0 (12 a0 for water)
was used for including explicit solvent charges. Each ASEP/
MD run was continued until the energies and solute geometry
and charges are stabilized for at least five iterations; results
are reported as the average of these last five iterations.

For in-solution calculations, the ASEP/MD software3 was
used, with the needed modifications to allow the use of more
than one solvent species. During the ASEP/MD runs,
quantum calculations (CASSCF optimizations) were per-
formed with the Gaussian 98 package.22 The final SA-
CASSCF and CASPT2 calculations were done with Molcas
6.4.23 All MD simulations were performed using Moldy.24

3. Results and Discussion

3.1. Gas Phase. The geometry of DMA was optimized
in gas phase, at CASSCF/6-311G** level, for both the

ground state (S0) and the first excited state (S1). In agreement
with experimental results,25 the obtained S0 geometry is
pyramidal in the N, with a CH3-N-CH3 angle of 114.7°
(experimental: 114°) and a wagging angle (the angle between
the phenyl ring plane and the CH3-N-CH3 plane) of 28.4°
(experimental: 27.0°), the N atom being slightly (0.059 Å)
out of the phenyl ring plane (see Figure 2). These geometrical
parameters are mantained (to within 0.4°, 0.6°, and
0.004 Å, respectively) when the optimization is carried out
with the 6-31G**, cc-pVDZ, and 6-311++G** basis sets.

The transition energies to the S1 and S2 states, at the
CASSCF optimized S0 geometry were calculated with a state-
average CASSCF method (including the first three roots),
and with perturbation theory using both CASPT2(0.25) and
CASPT2(0.00). The results are displayed in Table 1; it is
clear that both absorption energies are overestimated at SA-
CASSCF level, but the CASPT2 method yields results in
good agreement with the experiment. As expected, the
transition energies with CASPT2(0.25) are larger than with
CASPT2(0.00), the latter results being closer to the experi-
mental values. However, given that CASPT2(0.25) results
approach the experimental reference when the basis set
quality is improved, the good performance of CASPT2(0.00)
in this case is probably due to error cancelation, especially
for the S0fS2 transition.

The oscillator strengths for the two transitions S0fS1 and
S0fS2 are also in very good agreement with the experimental
estimations and are much less dependent on the basis set
and method. They indicate that the transition to S1 has a weak
intensity while that to S2 is much more favored. According
to the assignment of Kimura et al.,26 the main contribution
to the S1 state would correspond to a local excitation in the
phenyl ring, while S2 stems from an intramolecular charge
transfer between the N(CH3)2 electron donor and the phenyl
acceptor. This assignment is confirmed by the calculated
dipole moments of the three states, being at CASPT2(0.25)/
6-311G** level, 1.33 D for S0, 1.66 D for S1, and 5.98 D

Figure 2. Scheme showing the wagging and twisting angles
in the ground and excited states of DMA.

Table 1. Absorption Energies Calculated in Gas Phase, in
eV (oscillator strength in parentheses)

SA-CASSCF CASPT2(0.25) CASPT2(0.00)

S0fS1 S0fS2 S0fS1 S0fS2 S0fS1 S0fS2

6-31G** 4.82 7.11 4.77 5.73 4.41 5.27
(0.010) (0.267) (0.010) (0.246)

cc-pVDZ 4.79 6.99 4.71 5.57 4.33 5.09
(0.011) (0.268) (0.010) (0.245)

6-311G** 4.80 6.99 4.69 5.54 4.30 5.06
(0.010) (0.269) (0.009) (0.245)

6-311++G** 4.78 6.85 4.65 5.32 4.30 4.87
(0.008) (0.277) (0.007) (0.253)

experimental26 4.30 5.16
(0.044) (0.256)
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for S2, in all cases directed from the phenyl ring to the
nitrogen and toward the side of the ring plane where the
methyl groups lie. Electron density differences between
the ground state and S1 and S2 are displayed in Figure 3;
they clearly show the important charge-transfer nature of the
S2 state. There is also some transfer component in S1, but it
is not so drastic. The Mulliken populations confirm a flux
of 0.28 electrons from N(CH3)2 to the phenyl for the S0fS2

transition and only 0.05 electrons for S0fS1.
The CASSCF/6-311G** optimization of the S1 state

yields a planar structure of the N atom, but the CH3-N-CH3

plane is now twisted 19.5° with respect to the phenyl ring
(Figure 2) and the CH3-N-CH3 angle is 115.9°. Again the
other basis sets give similar results. This planar and twisted
structure in the excited state agrees with the interpretation
of the experimental spectrum given by Saigusa et al.,27 who
conclude a torsion angle of 26°. These authors suggest a
pyramidal N atom (with a wagging angle of 13°) but with
an inversion barrier so low that it would lie below zero-
point energy, and thus the S1 state of DMA could be
considered planar in the N atom.

Table 2 collects the calculated band origins (0-0 transi-
tion) and fluorescence energies (S1fS0) obtained with the
different methods and basis sets, with the optimized S0 and
S1 geometries. Similarly to the absorption energies, SA-
CASSCF overestimates the transition energies and the
difference between CASPT2(0.25) and CASPT2(0.00) is
quite constant, around 0.3-0.4 eV. Again, with increasing
basis set quality CASPT2(0.25), results seem to improve.

It was also possible to optimize an untwisted pyramidal
geometry for S1, similar to the S0 structure, with a wagging
angle of 19.5°. At CASPT2(0.00)//CASSCF/6-311G**
level, this wagged minimum is 0.03 eV higher in energy
than the planar twisted one, its S1fS0 transition energy is
0.12 eV larger, and its dipole moment is ∼0.2 D lower. The

lower energy of the twisted minimum and its fluorescence
energy more in agreement with the experimental results
available make this structure the most likely for the excited-
state of DMA, in line with the conclusions of Saigusa et
al.27 Moreover, the higher dipole moment would additionally
favor the twisted minimum in solution, as it would be better
stabilized by the solvent. The wagged minimum may be an
artifact of the CASSCF optimization and it might not appear
if the optimization were performed at CASPT2 level. In the
rest of this paper we always consider the planar twisted
structure for the optimized S1 state.

3.2. Pure Solvents. The DMA geometry was also opti-
mized in solution, using cyclohexane (CH), tetrahydrofuran
(THF), and water as solvents. As in the gas-phase study,
the S0fS1 and S0fS2 absorption energies were calculated
with the optimized S0 structure, while the S1fS0 fluorescence
energy was calculated only with the planar twisted S1

structure.

Figure 3. Electron density change in the S0fS1 transition (a) and in the S0fS2 transition (b). Isosurfaces for a change of
( 0.0032, red for a decrease in density, blue for an increase. Densities calculated at SA-CASSCF/6-311G** level.

Table 2. Band Origins and Fluorescence Energies
Calculated in Gas Phase, in eV (oscillator strength in
parentheses)

SA-CASSCF CASPT2(0.25) CASPT2(0.00)

0-0 S1fS0 0-0 S1fS0 0-0 S1fS0

6-31G** 4.61 4.34 4.52 4.26 4.15 3.90
(0.015) (0.014)

cc-pVDZ 4.59 4.32 4.40 4.20 4.01 3.82
(0.018) (0.016)

6-311G** 4.60 4.32 4.41 4.17 4.01 3.79
(0.018) (0.016)

6-311++G** 4.57 4.31 4.37 4.14 4.00 3.79
(0.016) (0.015)

experimental 4.08a 3.69b

∼3.87c

a Reference 27. b Reference 28 in n-hexane. c Reference 29 in
n-hexane (estimated from graph).
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The optimized wagging and twisting angles, as well as
the dipole moments of the different states in the solvents
considered are given in Table 3. As with the gas-phase
calculations, the geometry was optimized with the CASSCF
method, energies and dipoles were then calculated at SA-
CASSCF and CASPT2 level, and only the 6-311G** basis
set was used. The table shows a trend in the gas phase,
cyclohexane, and tetrahydrofuran results: CH values are very
similar to gas phase, while THF, with stronger polarity,
originates an increase in the dipole moments, more important
in the S1 optimization. The changes in the wagging and
twisting angles are negligible. In water, however, the
behavior is different. In the S0 geometry the pyramidalization
of the N is enhanced and the dipole moments do not increase
from the THF values; on the contrary, they decrease for the
excited states. In the S1 geometry, the changes in the twisting
angle and in the dipole moments go in the same direction as
with the other solvents, but they are much more important.
These results already indicate a certain anomaly for DMA
when dissolved in water, as will be seen in the transition
energies.

Different estimations for the dipole moment difference
between the ground and excited states, based on experimental
solvatochromic and thermochromic shifts, have proposed
values of 3.5 D,30 3.27 D,31 or 1.89 D-1.99 D.32 Our results
cast doubt on the validity of these estimations, as we obtain
a dipole moment difference between 0.9 and 1.2 D (S0 and
S1 at their respective minima), and much lower if we consider
the dipole moment increase upon excitation (S0 and S1 at
the ground-state minimum). Only in water is the dipole
moment difference 3 D, but the experimental data refer only
to less polar solvents. In our opinon, the disagreement
between our values and the experimental estimations shows
the errors associated to the assumptions of the above-
mentioned works, which basically rely on the Onsager
solvation model.

The different transition energies calculated in solution are
detailed in Table 4. As expected, the values obtained in
cyclohexane are almost identical to the gas-phase results,
with just a very slight (0.01 eV) blue shift in the absorption
bands. This contrasts with the somewhat more sizable red
shift (∼0.1 eV) found experimentally in all three transitions
studied.31,33 There are several possible sources for this error.

(1) The calculations did not consider the solvent electronic
polarization in response to the electron transition in the solute.
We did some test calculations with the polarizable version
of ASEP/MD, in cyclohexane, and we obtained only a very

small red shift (∼0.02 eV) with respect to the nonpolarizable
calculations. This is therefore not enough to explain the
discrepancy between the experimental and the calculated
transition energies in solution.

(2) The neglect of the dispersion component of the
transition energies. This component is known36 to decrease
transition energies in solution, since, in general, excited states
are better stabilized by dispersion. There is, however, no
accurate way to include the dispersion component in the
calculations other than including a number of solvent
molecules in the quantum system, which makes it difficult
to estimate the contribution of this component. Nevertheless,
the dispersion component depends mainly, in what regards
the solvent, on the refractive index, and since this is quite
constant in the studied solvents (1.33-1.43), we can expect
the dispersion contribution to be similar in all cases. This
would result in solvent differences and trends being well
reproduced.

The transition energies obtained in tetrahydrofuran show
a small red shift with respect to the cyclohexane values. The
shift is larger for the S1fS0 transition (0.06 eV) and smaller
for the S0fS1 transition (0.02 eV). This red shift is expected,
considering the higher dipole moment of the excited states
of DMA and the increased polarity of THF. The experimental
data available1 confirm the increased red shift both in
absorption and fluorescence bands.

This trend, higher solvent polarity gives a larger red shift,
is broken when the solvent is water (see Figure 4). In this
case there are “anomalies” both in the absorption and
emission energies, as happened with the geometry and dipole
moments, commented above. In the absorption bands there
is a blue shift of 0.08 eV when the cyclohexane and water
solvents are compared, which would not be expected on the
basis of the solvent polarity alone. In the fluorescence band,
the red shift observed in water is much larger (0.32 eV) than
what could be expected from polarity, too. These two
anomalies are also found experimentally. The blue shift in
absorption is also observed with other protic solvents such
as alcohols, while the extraordinarily high red shift in
fluorescence is only found in water.1

It is interesting to note that the error in the calculated
values of the transition energies is very similar in cyclohex-
ane and in water, despite being such disparate solvents. This
fact points to the dispersion component as mainly responsible
for the error in the computed transition energies in solution,

Table 3. Characteristic Angles (in degrees) and Dipole
Moments (at CASPT2(0.00)/6-311G** level, in D) for
Optimized Geometries of DMAa

S0 geometry S1 geometry

wag µ(S0) µ(S1) µ(S2) twist. µ(S0) µ(S1)

gas 28.4 1.34 1.68 5.98 19.5 1.62 2.19
cyclohexane 28.7 1.34 1.67 5.95 19.0 1.64 2.21
CH/THF (0.5) 28.5 1.41 1.77 6.05 18.5 1.91 2.53
tetrahydrofuran 28.5 1.56 1.93 6.25 18.1 2.10 2.78
water 34.0 1.56 1.77 5.83 15.8 3.23 4.56

a For the S0 geometry, the wagging angle is given; for the S1

geometry, the twisting angle is given.

Table 4. Transition Energies, in eV, Calculated in Solution
at CASPT2(0.00)/6-311G** level (experimental values in
parentheses)

S0fS1 S0fS2 S1fS0

gas 4.30 5.06 3.79
(4.30)a (5.16)a

cyclohexane 4.31 5.07 3.79
(4.22)b (5.02)b (∼3.72)c

CH/THF (0.5) 4.30 5.05 3.75
tetrahydrofuran 4.29 5.03 3.73
water 4.39 5.15 3.47

(4.28)d (∼5.10)e (3.40)d

a Reference 26. b Reference 31. c Reference 33 (estimated from
graph). d Reference 34. e Reference 35 (estimated from graph).
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since, as noted above, the magnitude of this component is
expected to be quite similar in the different solvents. Thus,
the trends in solvation are very well reproduced, as can be
seen in Figure 4 if the differences with respect to cyclohexane
are considered. Also, the error is similar for the absorption
and emission energies, which translates in the calculated
Stokes shifts being in excellent agreement with experimental
values: 0.52 eV (exp. 0.50 eV) in cyclohexane, 0.92 eV (exp.
0.88 eV) in water. It is also worth mentioning that
CASPT2(0.25) values for the transition energies (not given
in Table 4) were in all cases 0.39 eV higher for the S0fS1

and S1fS0 transitions, and 0.48 eV higher for the S0fS2

absorption.
The observed anomalies are not explained by continuum

models, such as the Polarizable Continuum Model
(PCM).37,38 For comparison, we carried out PCM calculations
of the three studied transitions; the results are shown in Table

5. As before, the geometries were optimized at CASSCF(8,7)/
6-311G** level, and the final energies were calculated with
SA-CASSCF and CASPT2. To compare with the nonpolar-
izable ASEP/MD calculations, the fast polarization compo-
nent in PCM was neglected, i.e., all solute states were
calculated with the solvent charges in equilibrium with the
initial state (S0 for absorption, S1 for fluorescence). The S0fS1

and S1fS0 transition energies are slightly smaller than with
ASEP/MD, but the differences between cyclohexane and
tetrahydrofuran are very similar. In the S0fS2 transition, the
difference is larger and the calculated values are further from
experiments. As expected, in all cases, the results with water
follow the general trend and do not show the anomalies
described above (see Figure 4). We also calculated the
transition energies in vacuo with the PCM-optimized solute
geometries, and we did not find significant differences, in
any of the solvents, compared to the gas-phase transition
energies. The increase in wagging angle in the ground-state
in water is significantly smaller with PCM (2.5°) than with
ASEP/MD (5.6°). For the excited state, the change in the
twisting angle is stronger with PCM, but this is compensated
for with a less out-of-plane position of the hydrogens in the
ortho positions.

The behavior of the electron transitions in water must be
therefore associated to specific interactions between the water
molecules and the solute and not only to the bulk properties
(polarity) of the solvent. The described anomalies are
compatible with (a) a specific strong stabilization of the
ground-state through O-H · · · ·N hydrogen bonds, which is
lost when the excitation to S1 or S2 occurs, and (b) an
increased stabilization of the S1 state before fluorescence,
probably through solvation of the phenyl ring, which is also
lost when the relaxation to S0 takes place.

In order to gain a deeper insight on the reasons for the
behavior in water, we first performed gas-phase calculations
with the geometries optimized in solution, which allowed
us to obtain the solvent shifts components calculated ac-
cording to eq 2, given in Table 6. The results for the two
absorption energies are 4.35 and 5.11 eV. These values are
halfway between the gas phase and the aqueous solution
(4.30-4.39 eV and 5.06-5.15 eV) and already show a blue
shift of ∼0.05 eV (δgeo). Thus, an important part of the effect
of water on the absorption spectrum of DMA can be ascribed
to the influence on the molecular geometry: an increased
wagging angle originates larger transition energies (a similar
dependence was already described for the p-cyano deriva-
tive37). The other ∼0.05 eV of blue shift is then due to the
difference in stabilization of the electron density in the
ground and excited states (δdist + δelec).

In the S1 structure, the geometry change in the solute is
slightly smaller, but it also has an important effect on the
transition energy. With the optimized geometry in solution,
we obtain a gas-phase fluorescence energy of 3.72 eV, with
a shift of -0.08 eV (δgeo). In this case, however, the effect
of the solvent on the electron density stabilization is much
higher, accounting for an additional shift of -0.24 eV (δdist

+ δelec).
By examininig the distribution of water molecules around

the solute, the effect of solvation on the transition energies

Figure 4. Transition energies for DMA in gas phase and
different solvents, from Tables 4 and 5. Grey circles are PCM
values, black circles are ASEP/MD or gas-phase values, and
white circles are experimental values. The small white circles
are obtained from Figure 12 in ref 1, considering the difference
with respect to cyclohexane.

Table 5. Transition Energies, in eV, Calculated in Solution,
with PCM, at CASPT2(0.00)/6-311G** Level

S0fS1 S0fS2 S1fS0

cyclohexane 4.28 4.92 3.74
CH/THF (0.5) 4.27 4.85 3.70
tetrahydrofuran 4.26 4.79 3.68
water 4.26 4.74 3.64
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can be further understood. Figure 5 shows in red the regions
of space where oxygen atoms are more frequently found.
There is a clear high concentration of water molecules near
the N atom in the S0 structure, indicating the existence of a
hydrogen bond. This hydrogen bond stabilizes in particular
the ground state, while the excited states, characterized by
an electron density loss in the N, are less stabilized. Thus,
the electrostatic contribution leads to a larger energy differ-
ence between the states, giving rise to a blue shift in the
absorption bands, which is indicated by the positive sign of
δelec. There are also regions of high oxygen concentration at
both sides of the phenyl ring, solvating its partial negative
charge (through the hydrogens, not shown). These solvent

molecules contribute to stabilize in preference the excited
states and somewhat counter the effect of the N atom
solvation.

In the optimized S1 structure, only the high oxygen
concentration regions at both sides of the phenyl ring are
found, and they are closer to the solute and stronger than in
the S0 structure. As before, these solvent molecules contribute
to stabilizing the excited state more than the ground state.
Moreover, the absence of water molecules solvating the N
atom means that there is no counter stabilization of the
ground state, and thus δelec is negative and larger in absolute
value than for the absorptions.

3.3. Solvent Mixture. We also studied the behavior of
DMA in a mixture of cyclohexane and tetrahydrofuran, with
a molar fraction of 0.5. It is found experimentally that the
solvatochromic shift, especially of the fluorescence band, is
clearly nonlinear with the molar fraction, although the solvent
mixture itself shows an almost ideal dielectric behavior,1

where the polarity function f(ε) ) 2(ε - 1)/(2ε + 1) varies
linearly with the molar fraction of the components.

Figure 5. Occupancy maps of water oxygen atoms (considered as Van der Waals spheres, as calculated by VMD38) around
DMA for (a) the optimized S0 structure, and (b) the optimized S1 structure. Solid isosurfaces shown for values of 0.64.

Figure 6. Occupancy maps of THF C� atoms (considered as Van der Waals spheres, as calculated by VMD38) around DMA
in the optimized S1 state for (a) pure THF (isosurface value 0.35), and (b) THF/CH mixture (isosurface value 0.22). Note the
different color scales in a and b.

Table 6. Solvent Shifts and Their Components, in eV, in
Water, Calculated at CASPT2(0.00)/6-311G** Level

δ δgeo δdist δelec

S0fS1 0.087 0.045 0.005 0.036
S0fS2 0.096 0.058 -0.020 0.057
S1fS0 -0.319 -0.075 -0.156 -0.087
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The obtained results are included in Tables 3 and 4, all
values are intermediate between those of cyclohexane and
tetrahydrofuran, as expected. Regarding the transition ener-
gies, although the studied variations are rather small
(0.02-0.06 eV), some nonlinearity can be observed in the
fluorescence energies, where the maximum in the solvent
mixture is closer to the value in THF than to that in CH.
Both the direction and the amount of the nonlinearity are in
agreement with experiment.1

This effect would be compatible with a preferential
solvation of DMA by THF, meaning that the local concen-
tration of this solvent around the solute should be higher
than its bulk concentration. However, we find the opposite
effect: the average number of tetrahydrofuran molecules
within 3 Å of the solute is 5.1, while the number of
cyclohexane molecules is 6.7 (a local THF molar fraction
of 0.43). But, as it was shown for water (Figure 5b), solvation
of the S1 state occurs mainly at both sides of the phenyl ring.
If we place one point at 3.5 Å at either side of the ring and
consider only the solvent molecules within 1 Å of these
points, we get in turn that the local THF molar fraction in
these regions is 0.54. Thus, the preferential solvation by THF
is observed in the regions most important for the stabilization
of the excited-state of the solute, while in other regions THF
is depleted. This is shown in Figure 6, taking into account
that the partial density of THF in the solvent mixture is one-
half of the pure solvent. The volumes inside the isosurfaces
are similar, but the occupancy value for the mixture is 63%,
more than one-half, of the value for pure THF. Likewise,
the change in the color scale allows comparison of the
occupancies in relation to the partial THF density.

Again, we compare with the results obtained with PCM,
in Table 5. Somewhat surprisingly, the same nonlinearity in
the S1fS0 transition is found in this case. The nonlinear
behavior cannot be attributed here to the solvent response,
since it is modeled as a linear-response continuum, so it must
be due to the solute. In fact, the vacuum emission energy
obtained with the PCM-optimized geometry in the solvent
mixture is 0.02 eV lower than with the geometry in THF
and 0.01 eV lower than in CH, and this can explain the
nonlinearity in the final values. In any case, the energy
variations are probably too small to draw definitive conclu-
sions: a difference of only ∼0.01 eV separates linear and
nonlinear behavior.

4. Conclusions

A theoretical study of the lowest-energy electron transitions
in N,N-dimethylaniline has been performed. The first absorp-
tion transition has a very low intensity and implies mainly a
local excitation on the phenyl ring, similarly to the fluores-
cence transition; the transition to the second excited state
has a significant charge transfer component and consequently
an enhanced intensity. Results in gas phase agree with
experiments and support a pyramidal ground state and a
twisted planar excited state for the DMA molecule.

In solution, a red shift of the absorption and fluorescence
bands is found in polar nonprotic solvents, which is more
important in the S0fS2 transition. The anomalous behavior
experimentally found in water is well reproduced: a blue shift

in the absorption bands seems to be due to the strong
stabilization of the ground state through hydrogen bonds
between water and the amine nitrogen, with an important
contribution from the geometrical distortion of the solute;
the strong red shift in the fluorescence band corresponds to
an increased solvation of the phenyl ring in the excited state.

For the first time, calculations with a solvent mixture
(cyclohexane and tetrahydrofuran) were performed with the
ASEP/MD method. These calculations reproduce the non-
linearity found in the solvent shift with the mixture composi-
tion, and, although the magnitude of the effect does not allow
to draw definitive conclusions, the results point to a local
increase of the concentration of THF only in the regions
perpendicular to the phenyl ring, where solvation of the
excited state occurs, as a possible cause for the nonlinearity.

In summary, these results are in good agreement with
experimental findings and show the ability of the ASEP/
MD method to correctly describe the solute-solvent interac-
tions involved in solvent shifts of absorption and emission
bands. Moreover, the detailed representation of the system
allows a more complete analysis of those interactions than
with other models.
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Farkas, Ö.; Tomasi, J.; Barone, V.; Cossi, M.; Cammi, R.;
Mennucci, B.; Pomelli, C. S.; Adamo, C.; Clifford, S.;
Ochterski, J. W.; Petersson, G. A.; Ayala, P. Y.; Cui, Q.;
Morokuma, K.; Salvador, P.; Dannenberg, J. J.; Malick, D. K.;
Rabuck, A. D.; Raghavachari, K.; Foresman, J. B.; Cioslowski,
J.; Ortiz, J. V.; Baboul, A. G.; Stefanov, B. B.; Liu, G.;
Liashenko, A.; Piskorz, P.; Komaromi, I.; Gomperts, R.;
Martin, R. L.; Fox, D. J.; Keith, T. A.; Al-Laham, M. A.;
Peng, C. Y.; Nanayakkara, A.; Challacombe, M.; Gill,
P. M. W.; Johnson, B.; Chen, W.; Wong, M. W.; Andrés,
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Abstract: Using molecular dynamics free energy simulations with TIP3P explicit solvent,
we compute the hydration free energies of 504 neutral small organic molecules and compare
them to experiments. We find, first, good general agreement between the simulations and
the experiments, with an rms error of 1.24 kcal/mol over the whole set (i.e., about 2 kT) and
a correlation coefficient of 0.89. Second, we use an automated procedure to identify
systematic errors for some classes of compounds and suggest some improvements to the
force field. We find that alkyne hydration free energies are particularly poorly predicted due
to problems with a Lennard-Jones well depth and find that an alternate choice for this well
depth largely rectifies the situation. Third, we study the nonpolar component of hydration
free energiessthat is, the part that is not due to electrostatics. While we find that repulsive
and attractive components of the nonpolar part both scale roughly with surface area (or
volume) of the solute, the total nonpolar free energy does not scale with the solute surface
area or volume, because it is a small difference between large components and is dominated
by the deviations from the trend. While the methods used here are not new, this is a more
extensive test than previous explicit solvent studies, and the size of the test set allows
identification of systematic problems with force field parameters for particular classes of
compounds. We believe that the computed free energies and components will be valuable
to others in the future development of force fields and solvation models.

I. Introduction

Aqueous solvation (hydration) of molecules is important for
much of chemistry and biochemistry. Many experimental
hydration free energies are available, providing a wonderful
opportunity for testing force fields and computational treat-
ments of solvation.

There have been a number of extensive tests of hydration
free energies computed using continuum representations of
water and static solute conformations.1-4 One recent study
extended this by sampling ensembles of solute conformations
using classical molecular dynamics and using these to
compute hydration free energies.5 Continuum representations
of solvent, however, have known limitations,6,7 and explicit
treatment of solvent provides a “gold standard” for molecular
simulations. Early explicit solvent hydration free energy
studies were limited by computational cost to a few
compounds and, more recently, by the availability of
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parameters for small molecules. Thus a variety of studies
have looked at hydration free energies of amino acid side
chain analogs in explicit solvent (for example, refs 8-11),
but few have studied a more diverse set.

With recent computational and methodological develop-
ments, both of these hurdlesscomputational cost and
parameterssare now at least partially surmountable. Hydra-
tion free energy calculations can now be conducted more
efficiently,8,12 and computers are faster. Recent developments
also make possible semiautomatic parametrization of small
molecules, using general small molecule force fields like the
general Amber force field (GAFF)13 and parameter assign-
ment tools like Antechamber.14 Thus, two recent studies have
examined hydration free energies of a total of roughly 60
small molecules in explicit solvent.4,12

Here, we perform a much more extensive test of explicit
solvent modeling, on a test set of 504 molecules previously
used for implicit solvent hydration free energy
calculations5smore than 10 times larger than the largest
previous explicit solvent tests.12 Because this test is so
extensive, we believe it provides a good benchmark for the
best results that can currently be expected from molecular
dynamics models of hydration. We also hope that others will
find this compilation of computational and experimental
results useful for analysis and force field parametrization
efforts.

II. Simulation Methods

A. General Simulation Parameters. In this work, we use
alchemical free energy calculations to compute hydration free
energies in explicit solvent for 504 small molecules, using
the compound set from a previous implicit solvent study.5

Simulation protocols were similar to those used in previous
explicit solvent studies.4,12 Hydration free energies were
computed using the Bennett acceptance ratio (BAR).15 A
brief summary of the methods follows, and we note the
deviations from the previous studies.4,12

Here, starting molecular conformations were the same as
those for the previous implicit solvent study,5 except that
here a single starting conformation was used for each
molecule (rather than 5) due to computational limitations
relating to the size of the set. Simulations were performed
in GROMACS 3.3.116,17 using the GAFF small molecule
parameters13 as assigned by Antechamber14 (as in the implicit
solvent study).5 Here, AM1-BCC18,19 partial charges were
assigned using the Merck-Frosst implementation of AM1-
BCC.

This data set contains several nitro-containing compounds
which did not have improper torsions for the nitro-ring
system in the GAFF parameter set, specifically improper
torsions for GAFF types ca-o-no-o and c3-o-no-o. We added
these using generic GAFF values (that is, the values used
for the majority of the improper torsions in GAFF)sa barrier
height of 2.2 kcal/mol, a phase shift of 180°, and a periodicity
of 2.

After setup in Antechamber and Leap, small molecule
parameters were converted to GROMACS topology and
coordinate files using a Perl conversion script developed

previously.20 Small molecules were then solvated using
GROMACS utilities in a dodecahedral water box with at
least 1.2 nm from the solute to the nearest box edge using
the TIP3P model of water.21 The number of water molecules
varied depending on the solute size. Simulations were
performed separately at a variety of different alchemical
intermediate λ values, with the number of λ values and the
amount of equilibration as described previously.12 Production
simulations were 5 ns in length at each λ value, and free
energies and uncertainties were computed as described
previously.4,12 Uncertainties were computed using the block
bootstrap procedure described previously. Cutoffs and simu-
lation parameters were as described previously except that
the real-space electrostatic cutoff was 10 Å rather than 9 Å.

We computed the electrostatic and nonpolar components
of solvation. The electrostatic component was computed as
the free energy of turning on the solute partial charges in
water, less the free energy of the same transformation in
vacuum. The nonpolar component was the free energy of
turning on the Lennard-Jones interactions between the
uncharged solute and water, as in previous studies.4,12

Alternative definitions of the nonpolar component are pos-
sible.44

B. Analysis of the Nonpolar Component. In implicit
solvent models, the nonpolar component of solvation is often
assumed to correlate with the surface area and/or the volume
based on theoretical arguments relating to cavity creation
cost.22-26 To explore this we computed the solvent accessible
surface area and volume for all of the solutes considered
here using GROMACS tool g_sas with a probe radius of
1.4 nm.

We also further dissected the nonpolar part (due the
Lennard-Jones interactions) into repulsive and attractive
components using the Weeks-Chandler-Andersen (WCA)
separation.27 To do this, we implemented the WCA separa-
tion in a modified version of GROMACS 3.3.1.45

In our main study, we simply computed the total nonpolar
component and retained the trajectories. The attractive
component for each solute was then obtained by applying
the WCA separation to stored trajectories of the fully
interacting solute and reprocessing these simulations with
the attractive interactions turned off to re-evaluate the
energies. We computed the free energy for turning off
the attractive interactions using exponential averaging (the
Zwanzig relation)28 and standard error analysis. This assumes
that phase-space overlap is good between the ensemble where
the solute has attractive interactions with water and that
where it does not. Error analysis should tell us if this is not
the case. We further tested this by recomputing the attractive
contribution using simulations at a series of separate λ values
(where λ modifies only the attractive interactions) for selected
solutes (phenol, p-xylene, pyridine, and toluene) and found
that computed free energies were within uncertainty of the
values computed using exponential averaging, indicating
overlap was sufficient.

With these attractive components, we then obtained
repulsive components by subtracting the attractive component
from the total nonpolar component. This probably results in
slightly larger uncertainties in computed repulsive compo-
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nents than would have resulted from computing the repulsive
component separately, but it also saves a large amount of
computer time since we had already computed the total
nonpolar component, and the repulsive portion of the
calculation is the most difficult to converge.

C. Identification of Systematic Errors. Some functional
groups may lead to systematic errors, resulting in errors
which are larger for some types of molecules than for other
types. Alternatively, there might be no systematic errors. We
seek an approach to easily identify systematic errors and
prioritize functional groups which have the largest errors.

We make a list of compounds and sort it by rms error,
from largest error to smallest error. Following a method that
is often used to determine enrichment factors for drug
discovery, we look at the cumulative distribution function
(CDF) for each functional groupsthe probability of com-
pounds with that functional group having a ranked rms error
up to rank x. Those functional groups that are systematically
wrong will tend to cluster at high rms error and will result
in a rapid rise in the CDF versus x. This can be assessed
easily by computing the area under the CDF, biased by a
weighting function to give the most weight to high rms errors.
Here, we do this using the recently developed BEDROC
metric,29 which evaluates the integral of the CDF multiplied
by an exponentially decaying weighting factor and then
rescales this to run from 0 to 1. Chemical groups which occur
most often in compounds with high rms errors will have
larger BEDROC values, while chemical groups which have
more random errors will have smaller BEDROC values
(the expected BEDROC value for a uniform distribution can
be computed analytically).29 Chemical groups that only occur
in compounds with low rms errors have the smallest
BEDROC values. In Section III we report BEDROC values
for a variety of chemical groups and atom types. Uncertain-
ties were computed using the standard deviation of the mean
for 40 iterations of a bootstrap procedure where BEDROC
values for each chemical group are recomputed using a new
list of compounds made up of a random selection of
compounds from the original list.

Here, BEDROC values were computed using a weighting
factor of R ) 1.0. This value was obtained empirically by
experimenting with different R values to see what gave the
best ability to recognize functional groups which differ
substantially from random. If R is too large, the weighting
is too strong, and only compounds at the very highest rms
errors matter. If R is too small, making BEDROC equivalent
to the ROC metric, the weighting of the early part of the
curve is too weak, also apparently reducing the ability to
recognize systematic errors. R ) 1.0 was a good compromise.

To avoid having to assign functional groups to all of the
compounds in the test set by hand, we used the program
Checkmol,30 which automatically assigns chemical groups
to molecules. We used MDL molfiles generated by OpenEye′s
OEChem toolkit as input. This resulted in an extremely large
set of chemical groups, so we retained only those chemical
groups which occurred in at least 5 molecules. We also
combined some small groups. For example, we made a single
group of amines, containing all types of amines. We also
did the same for amides, ethers, esters, thiols, acids, and

alcohols. We also manually created a “hypervalent S” group
and included the appropriate compounds in this group. The
resulting list of molecules assigned to chemical groups was
used to generate BEDROC values for these chemical groups.

We also tried using Student’s t-test to look for systematic
errors to supplement the BEDROC approach. We used our
own implementations of the t-test and SciPy′s implementa-
tion of the incomplete beta function for computing the
significance. Results from this are discussed below.

III. Results and Discussion

A. The Mean Error Relative to Experiment Is Less
than 1 kcal/mol. Here we evaluate the agreement between
computed hydration free energies and the experimental values
for the full test set. A previous study on the same 504 small-
molecule test set compared the accuracy of several different
implicit solvent models5 using molecular dynamics free
energy calculations. rms errors ranged from 2.014 ( 0.008
kcal/mol to 2.433 ( 0.002 kcal/mol depending on the implicit
solvent model, with correlation coefficients (r2) from 0.685
( 0.001 to 0.774 ( 0.001. In all four solvent models tested,
the computed hydration free energies were systematically
too negative relative to experiments (the solutes preferred
the water phase too much in the simulations), so the mean
error was negative (-0.65 ( 0.09 to -1.1 ( 0.1).

Here, using explicit TIP3P water, we find an rms error of
1.26 ( 0.01 kcal/mol, with a correlation coefficient of 0.889
( 0.006 and a mean error of 0.676 ( 0.002 (Figure 1).
Hence, on average, explicit solvent simulations give signifi-
cantly better agreement with experiments than our earlier
implicit solvent study, consistent with an earlier comparison.4

Interestingly, the systematic errors of explicit and implicit

Figure 1. Calculated hydration free energies versus experi-
ment. Shown are the calculated hydration free energies versus
experiment for the full test set. The diagonal line is x ) y.
Vertical error bars denote computed uncertainties, and hori-
zontal error bars are a conservative estimate.
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solvent studies are in opposite directions. In explicit solvent,
the hydration free energies here are systematically too
positive. These differences are likely due to the solvent
models rather than the force field parameters, since the solute
parameters are very similar in the two cases. Systematic
errors in other explicit solvent models tended to be in the
same direction as the explicit solvent deviation here,8 so
perhaps limitations of the water model are playing a role.
Another potential source of such differences is the neglect,
in implicit solvent models, of asymmetries in the response
of water to solutes of different polarities.7 Another origin of
differences could be the nonpolar term in the implicit models.
That is, the term γ × A (where A is the surface area) in
implicit solvent models involves an adjustable parameter
which can change the errors. A table of the full results from
this study is available in the Supporting Information.

B. Improving the Alkyne Lennard-Jones Parame-
ters and Identifying Other Systematic Errors. Are there
systematic errors in the force field parameters for molecules
in our test set? We found that the computed hydration free
energies for alkynes were systematically much too positive
(Figure 1 and the Supporting Information). There were six
alkynes in the set, and the mean error was 1.92 ( 0.21 kcal/
mol. All of the computed hydration free energies were
actually around 2 kcal/mol, while experimental values are
close to zero. For all of the alkynes, the electrostatic
component of hydration is quite small (-0.8 to -0.9 kcal/
mol), since these molecules are largely nonpolar. We
reasoned that errors in alkyne parameters are thus not likely
to be in the electrostatic terms, nor are the errors expected
to come from the bonded parameters (bond stretching, angle
bending, etc.), which should affect hydration free energies
only weakly. Hence, we focused on the alkyne Lennard-
Jones parameters. In GAFF, the alkyne carbon Lennard-Jones
parameters are identical to those for all carbons except
selected sp2 carbons (the ‘c2’ atom type) and are taken
directly from comparable carbons in older AMBER force
fields.13 We were particularly concerned about the parameters
for the GAFF “c1” atom type, for the triple bonded carbons
in alkynes. These apparently originated with the work of
Howard et al., where they “were obtained by analogy to the
Weiner et al. and Cornell et al. force fields”.31 In that work,
those Lennard-Jones parameters were taken to be the same
as for the other carbons.

Many AMBER Lennard-Jones parameters were originally
taken from the OPLS force field, so we examined the OPLS
choices for triple bonded carbons. It turned out that OPLS
uses several different atom types for alkyne carbons,
originating from simulations of linear and substituted
alkynes,32-34 and some of these have much stronger disper-
sion interactions than those for the GAFF c1 type, which is
intuitively reasonable. It seemed likely that missing disper-
sion interactions could account for at least part of the error
we were seeing for alkynes, thus we examined modifying
the Lennard-Jones well-depth for alkynes in GAFF.

We sought to avoid adding additional atom types to GAFF,
but OPLS has several different carbon well-depths for
alkynes, depending on whether the carbon is terminal (ε )
0.086 kcal/mol), nonterminal with an attached atom having

two or three hydrogens (ε ) 0.210 kcal/mol), nonterminal
with an attached atom having one hydrogen (ε ) 0.135 kcal/
mol), or nonterminal with an attached phenyl or other atom
having no hydrogens (ε ) 0.100 kcal/mol).32-34 To avoid
adding additional atom types to GAFF, we needed to pick
just one of these, so we chose the one which gave the most
accurate hydration free energies when used for all alkyne
triple bonded carbons. This was ε ) 0.210 kcal/mol. The
original GAFF well depth was ε ) 0.086 kcal/mol.

Using this new ε value for triple-bonded carbons, the
computed hydration free energies for alkynes are much closer
to zero (although still slightly positive); now the mean error
is 0.49 ( 0.07 kcal/mol, down from 1.92 ( 0.21 kcal/mol
initially. Increasing the well depth further could reduce this
somewhat more, but this might cause other inconsistencies
within the force field. Nevertheless, the systematic error here
on alkynes is compelling, and we recommend that future
GAFF studies use a well depth of ε ) 0.210 kcal/mol for
triple bonded carbons (GAFF types c1, cg, and ch).46

The alkynes also provide an example of how the BEDROC
metric works for identifying systematic errors. Before the
adjustment of the well depth for alkynes, the BEDROC value
(with R ) 1) for alkynes was 0.90 ( 0.02 (compared to
0.49 for a random distribution with this R),47 indicating that
alkynes were systematically wrong. After the fix, the
BEDROC value was 0.26 ( 0.05, indicating that alkynes
now actually are considerably better than other typical
compounds (Figure 2). Although our correction of ε was
done without regard for the carbonitriles, the change results
in a decrease in BEDROC for the carbonitriles from 0.86 (
0.05 to 0.73 ( 0.06 (compared to 0.49 for uniform). So
carbonitriles are now improved too but still have substantial
systematic errors. With this change, the overall rms error
decreases slightly to 1.24 ( 0.01 kcal/mol, and the correlation
coefficient remains essentially the same (0.891 ( 0.006). In
all that follows we report values computed with the new well
depth.

We believe that the approach utilized here (looking for
compounds that are over-represented at the highest rms
errors) is a general and useful strategy for identifying
systematic flaws in the energy functions used for molecular
modeling simulations and prioritize reparameterization ef-
forts. Functional groups which tend to cause significant errors
should occur frequently at the high-rms error end of the set,
while functional groups which are not necessarily linked to
the errors should be roughly randomly distributed over the
test set. For example, one would intuitively expect that
whether a compound is aromatic or not will have little to do
with whether it is systematically mispredicted. Indeed,
aromatic compounds have a BEDROC value of 0.48 ( 0.03,
roughly randomly distributed (Figure 2). BEDROC values
by functional group for the set are shown in Table 1. These
BEDROC values show that cyclic hydrocarbons, alkynes
(with the fix), alkanes, aldehydes, and ketones are now
particularly well predicted. On the other hand, there appear
to be systematic errors for alcohols, alkyl bromides, and
carbonitriles.

We also tried another approach for identifying systematic
errors involving Student′s t-test, which compares the means
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of two distributions and provides a measure of the signifi-
cance of any difference in the means. We applied this
approach in two different ways:

(1) We compared the mean experimental value for each
functional group with the mean calculated value for each
functional group (Supporting Information, Table 5). This
proved not to be particularly useful, as these means are
significantly different for almost every functional group. This
is not surprising given the fact that the mean error across
the entire test set is 0.676 ( 0.002, so most computed values
(in all functional groups) are too positive. This does show
that results could be improved across the entire set by
addressing this systematic offset, but it does not provide any
insight into which functional groups are particularly
problematic.

(2) We compared the error for the compounds in each
functional group with the error for the entire set (Table 2).
This shows which functional groups have a significantly
different performance than the overall set, though this
performance could be better or worse. We also show the
mean error for each functional group in Table 2; functional
groups with mean errors around 0.676 kcal/mol are typical,
while those with larger mean errors are worse than average,
and those with smaller mean errors are better than average.
The t-test tells us which of these differences are significant,
and many are. This appears to be a useful analysis that
complements the BEDROC analysis. The advantage of the
BEDROC analysis is that it tells us which functional groups
have the worst errors, while this analysis can tell us which
functional groups have the most significant errors.

Figure 2. CDFs for selected functional groups versus error. Shown are cumulative distribution functions for finding compounds
with particular functional groups at a given ranked error. Compounds found far to the left have very large errors; compounds far
to the right have very small errors. An ideal random distribution of errors would give rise to a linear rise in the CDF. CDFs are
shown for (a) alkynes before fixing the Lennard-Jones well-depth, (b) alkynes after fixing the Lennard-Jones well-depth, and (c)
aromatics.
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The study done here uses one particular charge model.
Charge model may affect which compounds are particularly
poorly predicted, though in two recent tests, the compounds
which were poorly predicted tended to be poorly predicted
by most charge models.4,35 Still, our analysis here does not
in general point to a specific source of error. Errors may be
due to the charge model, Lennard-Jones parameters, or
bonded parameters, some combination, or even due to the
water model. In the case of the alkynes, we can be fairly
confident that the source of error is the Lennard-Jones
parameters for the reasons noted above. But for the other
cases noted here, further work will be required to determine
the source of error.

C. The Total Nonpolar Component Does Not Corre-
late with Surface Area or Volume. We examined the
nonpolar components (the nonelectrostatic component of the
hydration free energy) for our data set. The total nonpolar
contribution to the solvation free energy is typically assumed
to correlate with surface area or volume in implicit solvent
models. Yet we find that there is essentially no correlation.
Plots of nonpolar components versus surface area and volume
are shown in Figure 3. The correlation of the nonpolar
component with surface area is r2 ) 0.019 ( 0.001, and
that with volume is r2 ) 0.011 ( 0.001. The molecules in
this test set are small enough that surface area and volume
are highly correlated (r2 ) 0.991 ( 0.001).

We further dissect the nonpolar component using the WCA
separation of the Lennard-Jones potential energy (and thus
the nonpolar component) into attractive and repulsive parts.
The potential is split based on the sign of the force, as
discussed in the Methods section. We find that both the

attractive and repulsive components individually correlate
strongly with surface area and volume (repulsive: r2 ) 0.964
( 0.002 with surface area, r2 ) 0.952 ( 0.002 with volume;
attractive: r2 ) 0.945 ( 0.002 with surface area, r2 ) 0.946
( 0.002 with volume; Figure 4), and it is only the total (the
small difference of the two large individual components) that
does not correlate well with surface area or volume. This is
in accord with previous work on a smaller set of com-
pounds.36 Essentially, the total nonpolar component is the
sum of two anticorrelated quantities, and so the total ends
up being dominated by the scatter in these quantities. It is
interesting to note that the minimum in the Lennard-Jones
potential is precisely where these two forces, the attractive
and repulsive components, are very well balanced, so it is
perhaps not surprising that the attractive and repulsive
components correlate so well.

The observed poor correlation, and the importance of
attractive interactions, is consistent with several previous
studies which have found that the nonpolar component of
solvation does not correlate well with surface area.36-39

Why is the correlation with surface area so poor? In Figure
3, it is apparent that compounds containing only carbon and
hydrogen have a nonpolar component that is less favorable
to solvation than molecules of an equal size which addition-
ally contain nitrogen and/or oxygen. The likely reason for
this is that nitrogen and oxygen atoms tend to have stronger
attractive dispersion interactions with their environment than

Table 1. BEDROC Values by Functional Group for the
Different Functional Groups Represented in the Test Set,
Compared to What Would Be Expected for the Same
Number of Compounds Distributed Randomly Across the
Test Seta

functional group number BEDROC

acid 73 0.48 ( 0.03
alcohol 38 0.76 ( 0.03
aldehyde 20 0.22 ( 0.04
alkanes 28 0.16 ( 0.03
alkene 35 0.55 ( 0.04
alkyl bromide 17 0.72 ( 0.08
alkyl chloride 31 0.61 ( 0.05
alkyl iodide 9 0.44 ( 0.06
alkyne 6 0.26 ( 0.04
amine 44 0.47 ( 0.04
aromatic compound 170 0.48 ( 0.03
aryl chloride 20 0.54 ( 0.05
carbonitrile 12 0.73 ( 0.07
cyclic hydrocarbon 8 0.14 ( 0.03
ester 8 0.46 ( 0.11
ether 42 0.60 ( 0.04
halogen derivative 22 0.58 ( 0.07
heterocyclic compound 48 0.60 ( 0.04
hypervalent S 5 0.62 ( 0.20
ketone 25 0.26 ( 0.06
nitro compound 17 0.63 ( 0.08
other 29 0.62 ( 0.06
phenol or hydroxyhetarene 33 0.60 ( 0.05
thiol 5 0.46 ( 0.04

a Functional groups with high BEDROC values (relative to the
value for random, roughly 0.5 here) are overrepresented in
compounds with high RMS errors.

Table 2. Statistics from Applying Student′s t-Test to the
Difference between the Calculated and Experimental
Means by Functional Groupa

functional group number t-value significance mean error

acid 73 -7.43 4e-13 -0.34
alcohol 38 3.62 0.0003 1.29
aldehyde 20 -3.04 0.003 -0.07
alkanes 28 -1.69 0.09 0.31
alkene 35 2.34 0.02 1.07
alkyl bromide 17 3.31 0.001 1.50
alkyl chloride 31 2.31 0.02 1.09
alkyl iodide 9 0.59 0.6 0.86
alkyne 6 -0.38 0.7 0.49
amine 44 -0.65 0.5 0.55
aromatic compound 170 -1.05 0.3 0.55
aryl chloride 20 1.65 0.1 1.04
carbonitrile 12 3.22 0.001 1.63
cyclic hydrocarbon 8 -1.18 0.2 0.21
ester 8 -1.69 0.09 0.02
ether 42 2.18 0.03 1.01
halogen derivative 22 0.32 0.8 0.73
heterocyclic compound 48 2.38 0.02 1.02
hypervalent S 5 -4.55 7e-06 -1.50
ketone 25 -2.77 0.006 0.05
nitro compound 17 1.86 0.06 1.13
other 29 -0.48 0.6 0.55
phenol or

hydroxyhetarene
33 2.72 0.007 1.16

thiol 5 0.51 0.6 0.89

a Shown are the number of compounds in each functional
group, the calculated t value, the computed significance
(probability that t could be this large or larger by chance), and the
mean error for this group (in kcal/mol). The overall mean error is
0.676 ( 0.002 kcal/mol, so groups with mean errors smaller than
this may be significantly better than average (until the mean error
becomes negative), while those with mean errors larger than this
may be significantly worse.
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do carbon and hydrogen. Several other studies have noted
that dispersion interactions play an important role in nonpolar
solvation.36-39 Even interior solute atoms contribute to these
attractive interactions in an important way.40 Other factors
may also contribute to the poor correlation with surface area.
For example, geometric effects may play an important role
as well.

Overall, our results strongly support the growing consensus
that implicit solvent models should move beyond the simple
surface area model for treatment of the nonpolar component,
perhaps at least to include a treatment of dispersion interac-
tions. A number of alternate models have already been
proposed.36,38,39,41,42

IV. Conclusions

We used molecular dynamics simulations in explicit TIP3P
water to compute the hydration free energies for a set of
504 neutral compounds. We compared the results with
experimental data in the most extensive such test in explicit
solvent to date. We find a good correlation (r2 of 0.891 (

0.06) and an rms error of 1.24 ( 0.01 kcal/mol or roughly
2 kT. We believe this is representative of the accuracy that
can be expected from the best current physical models for
hydration free energies. It may be possible to develop new
models which can do somewhat better, though we expect
that it may be very hard to increase accuracies past 1 kT. A
key finding is that these explicit solvent free energies are
considerably more accurate than the corresponding implicit
solvent values for the same data set.

At the same time, many of the molecules in this test set
are relatively small and simple compared to typical druglike
molecules, which may be highly polyfunctional. Recent work
suggests that overall performance of the approach applied
here may be significantly worse in tests where the compounds
involved are more polar and polyfunctional.4,35 This may
suggest we need much more hydration free energy data on
more polyfunctional, druglike molecules in order to refine
our force fields.

Here, we also propose a way to identify systematic errors
in force field parameters for particular functional groups. We
do this using the BEDROC method.29 Using this approach,

Figure 3. Nonpolar components versus solvent accessible
surface area and volume. Shown are the calculated nonpolar
component of the hydration free energies versus solvent
accessible surface area and volume for the compounds in the
set. Carbon and hydrogen containing compounds are black,
those with oxygen additionally are red, those with nitrogen
additionally are blue, and those with nitrogen and oxygen both
are magenta. Compounds with diamond symbols contain
other elements in addition to C, H, N, and O. In the surface
area plot, the line is a typical implicit solvent nonpolar
component estimate of Gnp ) (0.00542 ·SA + 0.92) kcal/mol1.

Figure 4. Repulsive and attractive parts of the nonpolar
component versus surface area. Shown are the repulsive (a)
and attractive (b) parts of the nonpolar component, as
calculated using the WCA separation, plotted versus the
solvent accessible surface area for solutes in the test set.
Similar plots comparing the repulsive and attractive compo-
nents to volume are given in the Supporting Information.
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we were able to fix a systematic problem with alkyne
Lennard-Jones parameters. We also identified several other
classes of compounds which appear to have systematic errors,
and for which further force field development should be done.
Having a method to systematically identify problematic
compound classes provides good opportunities for force field
improvements.

In addition, we studied the nonpolar component of the
hydration free energy for the compounds in the test set. We
find that while the large repulsion and attraction terms both
correlate well with the size (area or volume) of the solute,
the total nonpolar component, which is a small difference
between these two quantities, does not. This strongly suggests
that implicit solvent models need to move away from treating
the nonpolar component as simply dependent on the surface
area. The data additionally suggest that new models must
address the nonlinear behavior arising from the delicate balance
of repulsive and attractive nonpolar terms. Furthermore, implicit
solvent models that have been parametrized to match experi-
mental hydration free energies using a simple surface area-based
nonpolar term may need to be reparameterized.

Here, the real value of this study is not the methods
presentedsthe methods were used in previous work. Rather,
it is the extensive nature of the test, which provides the
opportunity to actually identify systematic errors in the force
field descriptions of particular functional groups. It also
provides guidance into what compounds are likely to be
particularly challenging to study computationally with current
force fields.

Because we believe the real value of this study is these
results, we have deposited the full set of computed free
energies, components, starting molecular structures, and
parameters for this work in the Supporting Information. We
hope that others find this experimental data set and the
computational results to be useful in future studies of
solvation and for force field development.

Acknowledgment. We thank John D. Chodera (Stan-
ford University) for helpful discussions. We appreciate the
support of NIH grant GM 63592 to K.A.D.

Supporting Information Available: Coordinate files
(mol2) with AM1-BCC partial charges for the small mol-
ecules in the test set used here; computed hydration free
energies, electrostatic and nonpolar components, and the
experimental values; AMBER parameter and coordinate files
for all of the molecules in the test set; plots of attractive and
repulsive components versus solute volume; a table mapping
the names used for the files to IUPAC names; a table of
computed solvent accessible surface area and volume for
each solute; and results from Student’s t-test comparing the
mean experimental and calculated values for each functional
group.This material is available free of charge via the Internet
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Abstract: We discuss a new classical water force field that explicitly accounts for differences in
polarizability between liquid and vapor phases. The TIP4P-QDP (4-point transferable intermolecular
potential with charge-dependent polarizability) force field is a modification of the original TIP4P-FQ
fluctuating charge water force field of Rick et al. [J. Chem. Phys. 1994, 101, 6141] that
self-consistently adjusts its atomic hardness parameters via a scaling function dependent on the
M-site charge. The electronegativity (�) parameters are also scaled in order to reproduce condensed-
phase dipole moments of comparable magnitude to TIP4P-FQ. TIP4P-QDP is parametrized to
reproduce experimental gas-phase and select condensed-phase properties. The TIP4P-QDP water
model possesses a gas phase polarizability of 1.40 Å3and gas-phase dipole moment of 1.85 Debye,
in excellent agreement with experiment and high-level ab initio predictions. The liquid density of
TIP4P-QDP is 0.9954 (( 0.0002) g/cm3 at 298 K and 1 atm, and the enthalpy of vaporization is
10.55 (( 0.12) kcal/mol. Other condensed-phase properties such as the isobaric heat capacity,
isothermal compressibility, and diffusion constant are also calculated within reasonable accuracy of
experiment and consistent with predictions of other current state-of-the-art water force fields. The
average molecular dipole moment of TIP4P-QDP in the condensed phase is 2.641 (( 0.001) Debye,
approximately 0.02 Debye higher than TIP4P-FQ and within the range of values currently surmised
for the bulk liquid. The dielectric constant, ε ) 85.8 ( 1.0, is 10% higher than experiment. This is
reasoned to be due to the increase in the condensed phase dipole moment over TIP4P-FQ, which
estimates ε remarkably well. Radial distribution functions for TIP4P-QDP and TIP4P-FQ show similar
features, with TIP4P-QDP showing slightly reduced peak heights and subtle shifts toward larger
distance interactions. Since the greatest effects of the phase-dependent polarizability are anticipated
in regions with both liquid and vapor character, interfacial simulations of TIP4P-QDP were performed
and compared to TIP4P-FQ, a static polarizability analog. Despite similar features in density profiles
such as the position of the GDS and interfacial width, enhanced dipole moments are observed for
the TIP4P-QDP interface and onset of the vapor phase. Water orientational profiles show an
increased preference (over TIP4P-FQ) in the orientation of the permanent dipole vector of the
molecule within the interface; an enhanced z-induced dipole moment directly results from this
preference. Hydrogen bond formation is lower, on average, in the bulk for TIP4P-QDP than TIP4P-
FQ. However, the average number of hydrogen bonds formed by TIP4P-QDP in the interface exceeds
that of TIP4P-FQ and observed hydrogen bond networks extend further into the gaseous region.
The TIP4P-QDP interfacial potential, calculated to be -11.98 (( 0.08) kcal/mol, is less favorable
than that for TIP4P-FQ by approximately 2% as a result of a diminished quadrupole contribution.
Surface tension is calculated within a 1.3% reduction from the experimental value. Results reported
demonstrate TIP4P-QDP as a model comparable to the popular TIP4P-FQ while accounting for a
physical effect neglected by many other classical water models. Further refinements to this model,
as well as future applications are discussed.

I. Introduction
The study of liquid-vapor interfacial systems has enjoyed
a rich history of experimental and theoretical investigation.2-11

Recentadvancesinexperimentalmethodologiesandprotocols12-14

including sum frequency generation (SFG) and second

harmonic generation (SHG) spectroscopies as well as
improvements in computational modeling15,16 continue to
elucidate atomically resolved structural, dynamical, and
thermodynamicaspectsofsuchsystems.Aqueoussolution-vapor
interfaces, in particular, have generated intense interest due
to the importance of such systems in atmospheric, environ-
mental, and biological chemistry.15-17* Corresponding author. E-mail: sapatel@udel.edu.
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Computational approaches to the atomistic modeling of
liquid-vapor interfaces, such as molecular dynamics and
Monte Carlo techniques, have become viable in recent
decades due to advances in computational hardware and
improvements in simulation algorithms. Such techniques
employ simplified empirical interaction models, or force
fields, which are classical models parametrized to properties
derived from experiment or first principles calculations on
carefully selected training systems.18 In these models, the
electrostatic contribution to the intermolecular interaction
potential is described by a Coulombic interaction between
molecular charge distributions which are constructed from
fixed atomic partial charges or multipole moments placed
throughout each molecule.19-21 Unfortunately, fixed-moment
representations of these classical interaction models also
entail a number of shortcomings22-25 which limit overall
simulation accuracy. In particular, nonadditive polarization
and induction effects are ignored and there is no explicit
provision for describing charge transfer effects. Conse-
quently, community interest in polarizable force fields is
growing and the development of polarizable models for
inorganic ions,26-31 small molecules,1,24,26,32-39 and larger
biologically relevant macromolecules40-50 is rapidly increas-
ing in pace even though such models have not yet realized
the popularity enjoyed by fixed-charge models. This height-
ened interest has fostered several different approaches for
modeling atomic and molecular polarization including point-
dipole (and higher-order multipole) polarizable models,35,51,52

Drude oscillator models,30,36,37,53-55 and charge equilibra-
tion/fluctuating charge models.1,24,38,39,41,42,48,56-68

Polarizable interaction models that incorporate dipole induc-
tion effects have already proven to be an indispensable tool for
obtaining an accurate theoretical estimation of solution structure
and thermodynamics in interfacial systems such as aqueous
solutions of inorganic salts.27,32,34,69-73 The success of such
models stems from a dipole induction response that is sensitive
to the local electrostatic environment. However, one particular
aspect of such models that has not received specific attention
is the variation of molecular polarizability with phase which
recent theoretical investigations have demonstrated is decreased
in the condensed phase environment relative to the gas phase.
Instead, many current polarizable force fields parametrized
specifically for condensed phase environments employ a fixed
molecular polarizability which is reduced in magnitude relative
to the gas phase value in order to achieve stable dynamics and
acceptable condensed-phase properties.34,36,37,53,64,66,74 While
such an approach is perhaps adequate in an isotropic bulk
environment, a description based on a fixed, scaled molecular
polarizability can be questioned in the presence of anisotropic
environments such as the aqueous liquid-vapor interface where
the bulk environment transitions to the vacuum over molecular
length scales. Indeed, some dipole polarizable models such as
the AMOEBA model73 which employ gas phase polarizabilities
also incorporate Thole-type damping at short-range to prevent
unstable overpolarization in the condensed phase.

Currently, there are few models that are able to explicitly
account for this effect within the context of a molecular
dynamics or Monte Carlo simulation and, to our knowledge,
none that explicitly consider a dynamically responsive

molecular polarizability. Consequently, our objective in the
present work is to present a water force field that effectively
allows for the variation of molecular polarizability with
phase; more specifically, as will be discussed, molecular
polarizability is coupled to variable atomic partial charges
which, for the specific aim of modeling the neat water
liquid-vapor interface, offers a simple and continuous phase-
dependent parameter to which polarizabilities may be
coupled.

Section II presents the development of trends necessary
for establishing the charge dependent polarizable (TIP4P-
QDP) water model (II.A), implications of applied scaling
based on these trends within the charge equilibration formal-
ism (II.B), and the details of the condensed phase and
liquid-vapor interfacial simulations (II.C). Section III
presents the parametrization of this model (III.A), results of
the condensed phase (III.B), and liquid-vapor interfacial
(III.C) simulations and offers a comparison of the TIP4P-
QDP (4-point transferable intermolecular potential with
charge-dependent polarizability) model to the original TIP4P-
FQ model. We conclude our study with a general discussion
and perspectives on future work in Section IV.

II. Theoretical Methods and Force Fields

A. Phase-Dependent Polarizabilities. A variety of recent
theoretical investigations involving ab initio calculations with
polarizable continuum solvent, the partitioning of cluster
polarizabilities, and the temperature/density dependence of
dielectric constants of fluids reasonably establish that the
surrounding condensed phase environment can significantly
affect the polarizability of a solvated molecule. Krishtal et
al. have previously reported that the average intrinsic
polarizability of water molecules decreases as the size of a
cluster increases and also as the number and types of
hydrogen bonds on a molecule increases.75 The notion of
decreasing polarizability in condensed regions is further
supported by the ab initio calculations of Morita involving
water clusters74 which suggest that the condensed-phase
polarizability of water should be 7-9% lower than that of
the gas phase value. The spatial constraints imposed by
condensed-phase environments limit the number of accessible
excited states and diffuse character of the electron density
distribution as dictated by Pauli’s exclusion principle.30,74

A recent study by Schropp and Tavan76 further suggests that
the average effect of the inhomogeneous electric fields within
the molecular volume of a single water molecule are
consistent with classical parametrizations of polarizable water
force fields in which the molecular polarizability is assigned
a value around 68% of the gas-phase value.

While these results indicate a reduction of polarizability
within the condensed phase, the implications for the rate and
nature of the decrease remain unclear. Similarly, a self-
consistent analytic formalism capable of correlating changes
in molecular polarizability to atomic or molecular properties
remains undetermined. While it has been observed that
metrics such as aggregation number, hydrogen bonding, or
local density are associated with a phase-dependent decrease
in molecular polarizability, such metrics are impractical from
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the perspective of a molecular dynamics simulation. Con-
sequently, a relationship between the polarizability and an
atomic property that smoothly and monotonically transitions
from one phase to another is desirable in attempting to
establish a simple functional form for polarizability change
between phases.

One potentially useful parameter for modeling phase-
dependent changes in polarizability is the dipole moment of
the molecule. Both experiment and theoretical calculations
such as ab initio molecular dynamics simulations demonstrate
a difference in molecular dipole moments between the
condensed phase and gas phase environments.16,77,78 Al-
though there is no consensus on an exact value of the average
condensed-phase dipole moment of water, it is accepted that
the average dipole moment increases upon condensation.
Since dipole moments within classical molecular dynamics
simulations are readily obtained from the atomic positions
and partial charges, no additional information based on
neighboring molecules is explicitly required. If a rigid water
geometry is chosen, the calculation is even further simplified
in that the dipole moment may be determined solely from
the magnitude of the associated atomic partial charges.

Within the charge equilibration/fluctuating charge formal-
ism, atomic hardnesses determine molecular polarizability.
Thus, a plausible approach to modeling a phase-dependent
polarizability in water lies in coupling the atomic charges
to the atomic hardness parameters. A similar approach has
been previously implemented by Rappé and Goddard for the
hydrogen atom in which a linear charge dependence is
introduced into the corresponding atomic hardness value.58

Most generally, each atomic hardness function will depend
simultaneously on all partial charges within the molecule;
however, this introduces an unnecessary level of complexity
into the model. A more simplistic approach entails modulat-
ing or scaling all of the atomic hardness values within a
molecule based on a single parameter based on the polariza-
tion state of the molecule. This parameter may be chosen to
be an instantaneous function of all atomic charges within
the molecule (such as the dipole moment). However, for
water, the average molecular dipole moment appears to be
correlated with an increased negative partial charge on the
oxygen atom. Consequently, the model may be significantly
simplified by coupling the atomic hardesses directly to the
oxygen partial charge.

B. Charge-Dependent Polarizable Model. The charge
equilibration formalism, based on Sanderson’s idea of
electronegativity equalization,79 offers one convenient route
to incorporating a local chemical environmental dependence
of the molecular polarizability. Polarization of the electronic
density (modeled classically as a distribution of atomic partial
charges) is affected by the redistribution of charge density
within the molecule in an effort to equalize the instantaneous
electrostatic chemical potential in the presence of external
electric fields arising from nearby molecules. The direction-
ality and ease of charge redistribution is determined by
parametrized physical properties of individual atoms. Further
details regarding the specifics of charge equilibration methods
are available in the literature.1,24,39,48,58-60,68,79-82

The charge equilibration electrostatic energy of an N-atom
molecule in the absence of an external electric field, each
atom carrying partial charge Qi, is

E(Q))∑
i)1

N

(�iQi +
1
2

ηiQi
2)+∑

i<j

N

QiQjJij + λ(∑
i)1

N

Qi -Qtotal)
(1)

where the �i’s are atom electronegativities and the ηi’s are
atomic hardnessess. The Jij terms represent the interatomic
hardness terms for each pair of atoms i and j within a
molecule. A standard Coulomb interaction is employed
between each pair of atoms located on different molecules.
The last term in eq 1 describes a molecular charge constraint
applied to the entire molecule and enforced via the Lagrange
multiplier λ. In the following, we will specifically focus on
a TIP4P-FQ water molecular geometry which consists of
three charge carrying sites: two hydrogen sites and one off-
atom M-site located along the angle bisector.

In order to establish an appropriate correspondence
between charge and polarizability, we consider the polariz-
ability expression for a TIP4P-FQ molecule within the charge
equilibration formalism:83,84

r)RTJ-1R (2)

where r is the 3 × 3 polarizability tensor, and R is the 3 ×
4 position matrix. J is the 4 × 4 hardness matrix comprised
of the diagonal η terms and the off-diagonal J-terms and
augmented by a molecular charge neutrality constraint as

J) ( ηM JMH JMH 1
JMH ηH JHH 1
JMH JHH ηH 1
1 1 1 0

). (3)

Similarly, the position matrix is also augmented to ensure
proper dimensions for matrix operations. Equations 2 and 3
illustrate that the polarizability may be directly related to
the molecular geometry and inverse atomic hardnesses. For
a rigid molecule such as TIP4P-FQ where the position matrix
R is fixed, a charge-dependent polarizability may be obtained
by introducing an explicit charge dependence into the
corresponding hardness matrix elements. Most generally, we
modify both the hardness and electronegativity parameters
as a function of charge to incorporate the desired phase-
dependent polarizable effect:

E(Q))∑
i)1

N

�i(QM)Qi +
1
2∑i)1

N

ηi(QM)Qi
2 +∑

i<j

N

Jij(QM)QiQj +

λ(∑
i)1

N

Qi -Qtotal) (4)

These modifications are also accounted for in the cor-
responding energy derivatives (Appendix).

Since the molecular polarizability response is determined
by the atomic hardnesses, this suggests that one may readily
modulate the effect by applying an appropriate charge-
dependent scaling function, g(QM), to the atomic hardnesses
to yield the following definition for charge-dependent hard-
ness:
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J(QM)) g(QM)J (5)

In order to maintain proper gas- and condensed-phase charge
distributions, it is also necessary to scale the electronegativity
values in addition to the hardnesses. While reasonable results
may be obtained by employing the same scaling factor for
both the electronegativities and the hardnesses, finer control
of the condensed phase dipole moment distribution is
afforded by a tunable factor for the electronegativity scaling.
Such flexibility also permits better control of the bulk
dielectric constant which may be obtained from the fluctua-
tions of the condensed phase dipole moment.85 Empirically,
we have chosen to introduce the �-scaling

�(QM))
g(QM)

h(QM)
�) [(1- p)+ pg(QM)]� (6)

where p is an empirical parameter that controls the extent to
which � is scaled relative to the hardness scaling function.
For p ) 1, the scaling on electronegativity values is
equivalent to that in the hardnesses; similarly, a value of p
) 0 would correspond to no scaling (i.e., a constant
electronegativity with no charge-dependent scaling).

Unfortunately, the explicit introduction of a charge
dependence into the molecular hardness matrix has intro-
duced the additional complication that the polarizability
expression in eq 2 is no longer exact. Consequently, the
corresponding system of equations for the equilibrium
charges (and polarizabilities) is now a nonlinear system and
must be solved by an iterative approach. In situations where
the equilibrium charge distribution is not strongly perturbed
by the implicit charge dependence, a slightly modified
version of eq 2

R�γ(QM) ≈
R�γ

�(QM)
- (∇ Mg(QM)〈R�|J-1(r)|M̂〉

|g(QM)|2h(QM) ) ×

[p�M〈R�|J-1(r)|M̂〉 + 1
2

µγ] (7)

(derived in the Appendix) is convenient for obtaining a
leading-order approximation of the polarizability in the
absence of a fully nonlinear treatment. In the above expres-
sion, R�γ is the �γ-element of the gas-phase molecular
polarizability tensor, ∇ Mg(QM) is the derivative of the scaling
function with respect to QM, R� is the �-position vector, M̂
is a matrix that selects elements associated with the M-site
(since we have chosen our hardness elements to only depend
on the M-site charge), and µγ is the γ-component of the
dipole moment. We see the charge-dependent polarizability
differs from the unscaled (gas-phase) value by a multiplica-
tive factor �(QM) ) g(QM)h(QM) and additive terms, which
are related to the M-site hardness and dipole moment,
respectively. These additive terms of equal magnitude and
opposite sign are small compared to the first term and do
not greatly influence R(QM) (see Figure 8). If we neglect
the additive terms and consider the limit in which p ) 1, eq
7 reduces to

R�γ(QM) ≈
R�γ

g(QM)
(8)

from which it is clearly seen that R(QM) modulates the gas-
phase polarizability via an inverse relationship with the
scaling function, g(QM). While eq 8 is effective for illustrative
purposes, we have employed eq 7 for calculations of the
condensed-phase polarizability within this work.

Having now introduced an explicit charge-dependent
polarizability via a simple scaling function g(QM), it is
relevant to discuss the nature and form of this scaling
function. While there is no formal theory connecting charge
and polarizability, general trends provide guiding insight. In
prior work, Rappé and Goddard have employed atomic
hardnesses which depend linearly on charge.58 In the context
of molecular dynamics simulations, such an approach would
necessitate some degree of charge bounding to prevent
unfavorable overpolarization or underpolarization and to
establish consistent polarizabilities in the gaseous and
condensed phases. In light of this we have chosen to employ
an error function form which applies constant scaling in the
purely condensed-phase and gaseous regions and approxi-
mately linear scaling in the intermediate region. The use of
the error function is also preferred as it allows smooth
transitions between each region, which is necessary to avoid
discontinuities in the forces. Thus, we choose an error
function of the form

g(QM)) a- b erf(c(d-QM)) (9)

as the scaling function since it incorporates additional
empirical parameters which can be utilized to model the
desired relationship between polarizability and charge.
Parameters a and b collectively define the polarizability at
the gaseous and condensed-phase limits. The rate of polar-
izability change with charge for nonisolated molecules is
controlled by c. Collectively, c and d describe the onset of
scaling and the range of charges over which polarizability
changes. The selection of these parameters and comments
regarding the parametrization of this model are discussed
further in section III.A.

C. Molecular Dynamics Simulations. Condensed phase
simulations of the TIP4P-QDP model are conducted at
constant pressure and temperature (T ) 298 K) using
CHARMM.86,87 For comparative purposes, analogous simu-
lations of TIP4P-FQ under matching conditions are also
performed. 216 molecules of each model are included in their
respective simulations. Simulations 25 ns in length are
performed for the TIP4P-QDP and TIP4P-FQ models.
Conditionally convergent long-range interactions are ac-
counted for using particle mesh Ewald88 with κ ) 0.37 and
20 grid points in each dimension (FFT grid spacing).
Fictitious charge degrees of freedom are assigned masses of
0.000 069 kcal/(mol ·ps2). The Nose-Hoover89 method is
implemented to couple the charge degrees of freedom to a
thermostat at 1 K; this thermostat has a mass of 0.005 kcal/
(mol ·ps2). A 0.5-fs time step is used for propagating the
classical equations of motion using a Verlet leapfrog
integrator.

Liquid-vapor interface simulations are performed for 1024
molecules at constant volume and constant temperature (T
) 298 K). The dimensions used for the box are 24.0 × 24.0
× 130.0 Å. Particle mesh Ewald parameters are modified
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from the condensed phase simulation, with 30 grid points in
the transverse directions, 120 grid points in the longitudinal
direction, and κ ) 0.33. Simulation lengths of 30 and 75 ns
are used for the two models. All other simulation parameters
are equivalent to those listed for the condensed phase
simulations in Table 1.

III. Results

A. Parameterization of TIP4P-QDP Model. The TIP4P-
QDP model is based on the application of the charge-
dependent scaling function to the original TIP4P-FQ model;
therefore, we retain the TIP4P-FQ geometry in the TIP4P-
QDP model. To construct the TIP4P-QDP model, we first
modify the TIP4P-FQ hardness values which were originally
chosen to mimic a reasonable condensed-phase polarizability
for stable bulk simulations; thus, the TIP4P-FQ model has a
static polarizability that does not correspond to any theoretical
or experimental gas phase value. Since it is desired to
establish a polarizability gradient between the gaseous and
condensed phases and since the gas-phase polarizability is
well-known experimentally, we reparameterize the hardness
values to reproduce a reasonable gas-phase polarizability of
1.40 Å3. We note that the resulting TIP4P-QDP gas-phase
hardnesses maintain approximately the same relative mag-
nitudes as the original TIP4P-FQ hardnesses. The error
function form (eq 9) is then parametrized with the caveat
that the gas phase polarizability remains unchanged. In the
condensed phase, the hardnesses are scaled by a value of
g(QM) > 1 for charges greater than the equilibrium gas phase
charges. The parameters of the scaling function which
influence the height, slope, and inflection are determined
empirically such that the resulting polarizability distribution
is centered about an anticipated condensed phase polariz-
ability 7-9% less than the gas phase value (Table 2). A
broad polarizability distribution allows for a description of
a greater range of local chemical evironments.

Regarding electronegativity scaling, a final value of the
p-parameter is determined to be p ) 0.80; this value
generates a condensed phase dipole moment distribution with
an average of 2.641 (( 0.001) Debye, similar to that
exhibited by the TIP4P-FQ model. Introduction of the scaling
function and modification of the hardnesses further neces-
sitated slight reparameterization of the remaining electrostatic
and nonbonded parameters. The electronegativities were then
reparameterized such that a single water molecule in vacuum
minimizes to the experimental dipole moment of 1.85 D.
Since the polarizability of TIP4P-QDP in the condensed
phase is higher than that of TIP4P-FQ, the Lennard-Jones
parameters required minor modification to prevent overpo-
larization while still reproducing reasonable densities and
energetics. The Lennard-Jones parameters were parametrized
based on fitting to gas-phase water dimer binding energies
and geometries (bond distances). A comparison of the
electrostatic and nonbonded parameters for TIP4P-QDP and
TIP4P-FQ is presented in Table 3, while the gas phase
properties for these two models are compared in Table 4.

For further comparisons, a model consisting of full scaling
p ) 1.0 was also developed and parametrized. The results
of this model (hereafter referred to as QDP-P1) are also
included in this work as a reference in order to more fully
clarify differences between the TIP4P-FQ and TIP4P-QDP
models. We point out that the best parametrization of QDP-
P1 featured comparable density and polarizability to TIP4P-
QDP, but had notably higher dipole moments in the
condensed phase (〈µ〉 ≈ 2.75), an anticipated consequence
of scaling electronegativity and hardness equivalently. As
will be discussed, the enhanced dipole moments are respon-
sible for increased intermolecular cohesion which ultimately
reduced the quality of the QDP-P1 parametrization and
necessitated additional scaling of the atomic electronega-
tivities.

Table 1. Summary of Simulation Parameters

parameter condensed-phase
liquid-vapor

interface

T (K) 298. 298.
N (molecules) 216. 1024.
simulation length (ns) 25. 30.
time step (fs) 0.5 0.5
QMAS kcal/(mol ·ps2) 0.000069 0.000069
TMAS kcal/(mol ·ps2) 0.005 0.005
κ 0.37 0.33
grid points (1 Å spacing) 20 × 20 ×20 30 × 30 × 120

Table 2. Parameters Used for the Scaling Functions of the
TIP4P-QDP modela

parameter TIP4P-QDP QDP-P1

a 1.18022 1.18022
b 0.17985 0.17985
c -2.33071 -2.33071
d -1.49180 -1.49180
p 0.80000 1.00000

a Parameters a-d are coefficients used in the error function (eq
9), and p is the additional scaling factor applied to the scaling of �
(eq 6).

Table 3. Comparison of Potential Parameters for the
TIP4P-QDP and TIP4P-FQ Models

parameter TIP4P-FQa TIP4P-QDP QDP-P1

ε (kcal/mol) 0.28620 0.29012 0.350120
Rmin (Å) 3.54586 3.55 3.5646
θ (deg) 104.52 104.52 104.52
rOH (Å) 0.9572 0.9572 0.9572
rOM (Å) 0.15 0.15 0.15
�M-�H (kcal/(mol ·e)) 68.49 60.63 59.91
JMM (kcal/(mol ·e2)) 371.6 309.92 309.92
JHH (kcal/(mol ·e2)) 353.0 295.36 295.36
JMH(rMH) (kcal/(mol ·e2)) 286.4 239.47 239.47
JHH(rHH) (kcal/(mol ·e2)) 203.6 181.91 181.91

a Reference 1.

Table 4. Gas-Phase Properties from
TIP4P-FQ,TIP4P-QDP, and Experiment

property TIP4P-FQa TIP4P-QDP QDP-P1 experiment

µ (Debye) 1.85 1.85 1.85 1.85b

Rj (Å3) 1.12 1.40 1.40 1.47c

Edimer
(kcal/mol)

-4.50 -4.67 -4.44 -5.4 ( 0.7d

dimer O-O
length (Å)

2.92 2.91 2.98 2.98d

a Reference 1. b Reference 113. c Reference 114. d Reference
115.
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B. Condensed-Phase Properties. 1. Density. The density
of the condensed phase was determined via the expression

F) NW
NA〈V〉 (10)

where N is the number of molecules in the simulation, 〈V〉
is the average volume of the simulation cell, W is the
molecular mass of water, and NA is Avogadro’s number. The
average density at 298 K was calculated to be 0.9954 ((
0.0002) g/cm3 for the TIP4P-QDP model. This value is in
agreement with the experimental value 0.997 g/cm3 and
reflects thegeneralqualityofwidelyusedwatermodels.1,54,90-94

As discussed below, the parametrization of the Lennard-Jones
parameters to give this density for TIP4P-QDP was balanced
with the need to accurately reproduce ∆Hvap.

2. Condensed-Phase Polarizability. Since the TIP4P-QDP
model adjusts the molecular polarizability dynamically in
response to the (electro)chemical environment, we consider
the distribution of molecular polarizabilities in the condensed
phase. As previously discussed within the context of
formulating this model, an isolated TIP4P-QDP molecule
was parametrized to a polarizability of 1.40 Å3, a value
comparable to the experimental gas phase polarizability. The
scaling function allows for TIP4P-QDP molecules to have
polarizabilities as low as 1.05 Å3. The polarizability distribu-
tion observed in the condensed phase is presented in (Figure
1). M-site charges for every molecule from each snapshot
of a trajectory were used in conjunction with eq 7 to generate
the polarizability distribution. The average polarizability in
the condensed phase is calculated to be 1.309 (( 0.001) Å3,
approximately 17% higher than the static condensed phase
polarizability of TIP4P-FQ and about 11% less than the
experimental gas phase value. The average condensed-phase
value approximately reflects a 6.5% reduction in the mo-
lecular polarizability relative to the TIP4P-QDP gas phase
value, which agrees well with the estimated range of 7-9%
reduction calculated by Morita from first principles.74 The
distribution also exhibits a width of observed molecular
polarizabilities of about 0.20 Å3, which is consistent with
the width of the distribution for QDP-P1.

3. Dipole Moment Distribution. The dipole moment
distributions for both the TIP4P-QDP and TIP4P-FQ models
are presented in Figure 2. The distribution for TIP4P-QDP
has an average value of 2.641 (( 0.001) Debye, almost
indistinguishable from that of TIP4P-FQ. While refinement
of the p-value could improve the agreement with TIP4P-
FQ, such a refinement would be arbitrary due to the
uncertainty in the true value of the average condensed-phase
dipole moment for water. Experimental estimates78 of the
dipole moment of condensed-phase water (2.96 ( 0.6 D)
span a broad range of values; this range is also observed in
ab initio molecular dynamics simulations.16,77 The TIP4P-
QDP distribution also features skewed symmetry, with the
population of molecules higher dipole moment more sharply
declining than those with lower dipole moments. TIP4P-QDP
also features a somewhat more narrow distribution than
TIP4P-FQ. Although it might seem reasonable that adjust-
ment of the p-value could result in a wider distribution for
TIP4P-QDP, various p-values in the range considered during
parametrization show essentially the same shape and width,
as evident by comparison of the TIP4P-QDP and QDP-P1
distributions. Ab initio studies of bulk water dipole moments
demonstrate the importance of local environment, particularly
the hydrogen bond coordination, on a molecule’s dipole
moment.95,96 Furthermore, as a molecule becomes more
coordinated with hydrogen bonds, the range of accessible
dipole moments increases due to an increase in possible
structural variations. It is therefore argued that systems with
a larger fraction of highly coordinated water molecules will
feature wider dipole moment distributions. As is noted in
section III.C.3, the average number of hydrogen bonds in
the condensed phase is lower for TIP4P-QDP than TIP4P-
FQ. In particular, the ratio of water molecules with four
hydrogen bonds to molecules with three hydrogen bonds is
lower in TIP4P-QDP than TIP4P-FQ (1.4 to 1.8, respec-
tively). Such a change in hydrogen bonding can be reasoned
to impact condensed phase properties (such as the higher
diffusion constant observed for TIP4P-QDP) and the nar-
rowed dipole moment distribution. We also note that the ratio
of hydrogen bonds is consistent between QDP models,
further supporting the link between hydrogen bond coordina-
tion and dipole moment distribution width. The slight skewed

Figure 1. (a) Molecular polarizability (Å3) as a function of QM.
(b) Distribution of molecular polarizabilities within the con-
densed phase. Polarizabiities were calculated using eq 7 and
the charges from simulation.

Figure 2. Dipole moment distributions for TIP4P-QDP,
TIP4P-FQ, and QDP-P1.

364 J. Chem. Theory Comput., Vol. 5, No. 2, 2009 Bauer et al.



character of the TIP4P-QDP dipole moment distribution can
be attributed, at least in part, to the selective attenuation of
the largest oxygen partial charges due to the significant
scaling of the hardnesses in the condensed phase.

4. Radial Distribution Function. Radial distribution func-
tions for TIP4P-QDP and TIP4P-FQ are presented in Figure
3. Although the distributions share similar features, there are
subtle differences between the two models. There is a slight
reduction in peak height and structure for the TIP4P-QDP
model compared to TIP4P-FQ. This feature which is com-
mon to the three distributions presented corresponds to a
decrease in four-coordinate hydrogen bond formation. This
notion of decreased hydrogen bond formation is further
discussed below. A subtle shift of the TIP4P-QDP distribu-
tions toward larger separation distances is also observed in
each distribution. Although this is a rather minor difference
from the TIP4P-FQ model, the shift is in better agreement
with neutron diffraction data97,98 which also features peaks
centered at greater distances than predicted by TIP4P-FQ.

5. Enthalpy of Vaporization. Enthalpy of vaporization is
defined as

∆Hvap )∆Evap +∆(PV)vap (11)

Noting that the state change in vaporization is from the liquid
phase to the vapor phase allows for the expansion to liquid
and vapor terms. Making the assumption that the change in
volume of the liquid is negigible compared to that of the
gas and assuming ideality in the gas phase results in the final
expression:

∆Hvap )Egas -Eliq +RT (12)

Here, the Egas is the energy of a single minimized molecule
in vacuum and Eliq is the average system energy from
condensed-phase simulations. The original TIP4P-FQ model
was parametrized to exhibit excellent agreement with the
experimental enthalpy of vaporization. The current param-
etrization of TIP4P-QDP predicts a vaporization enthalpy
of 10.55 (( 0.12) kcal/mol. Although higher than the
experiment (10.51 kcal/mol) and TIP4P-FQ (10.49 kcal/mol)

values, the TIP4P-QDP result still agrees well with these
two values, exhibiting a 0.4% increase over the experimental
value. Additionally, further improvement of this value via
modification of the Lennard-Jones parameters appears to have
adverse effects on the density of the condensed phase. Thus,
in order to ensure reasonable accuracy in both properties, a
slight compromise in the model’s enthalpy of vaporization
was deemed acceptable.

6. Dielectric Constant. The dielectric constant for each
system was calculated using the relation:

ε) ε∞ +
4π

3kBT〈V〉 (〈M2 〉 -〈M 〉 · 〈M 〉 ) (13)

where M is the dipole moment of the simulation cell. The
term ε∞ is the infinite frequency (optical) dielectric constant,
estimated using the approach outlined in ref 54. To sum-
marize, charge dynamics simulations were performed on
static configurations generated from an NVT simulation at
the average density of QDP predicted from constant pressure
simulations. The charge degrees are propagated at 1 K, and
the Kirkwood fluctuation formula is applied to determine
the optical dielectric:

ε∞ ) 1+ 4π
3kBT〈V〉 (〈M2 〉 -〈M 〉 · 〈M 〉 ) (14)

We obtain a dielectric constant of 85.8 (( 1.0) where the
contribution from the ε∞ is approximately 2.1; the total
dielectric constant is 10% higher than experiment, though
still of generally acceptable quality in comparison with
several fixed-charge models.90-94 We note that the optical
dielectric is slightly higher than the value for TIP4P-FQ
reported by Rick et al.,1 as well as experimental estimates.
However, the value estimated for TIP4P-FQ using the present
approach, ε∞ ) 1.775, overestimates the previously reported
result of ε∞ ) 1.592. This suggests the tendency for the
Kirkwood approach to overestimate the optical dielectric
constant. The increased value of the optical dielectric constant
for TIP4P-QDP over that of TIP4P-FQ is attributed to the
higher molecular polarizability, which influences ε∞ as
dictated by the Clausius-Mossotti relation.

On the basis of the results of QDP-P1 which yielded ε ≈
98, it is suggested that the average condensed phase dipole
moment plays an important role in obtaining the correct
dielectric constant. In this regard, we find that 〈µliq〉 ≈ 2.6 is
sufficient for the QDP model to approach the experimental
dielectric constantsan observation also made by Sprik.85

Therefore, the higher dielectric constant of TIP4P-QDP can
be attributed to the slightly larger average dipole moment.

7. Diffusion Constant. The self-diffusion constant was
calculated using the Einstein relationship applied to constant
volume and temperature simulations of pure liquid:

Ds ) lim
tf∞

1
6t

〈(r(t)- r(0))2〉 (15)

The volume of the simulation cell was set to reproduce the
average density of TIP4P-QDP from the constant NPT
simulations. The diffusion constant for TIP4P-QDP was
calculated to be 2.20 (( 0.04) × 10-9 m2/s which is quite
close to the experimental value of 2.30 × 10-9 m2/s. This

Figure 3. Radial distribution functions for TIP4P-QDP, TIP4P-
FQ, and QDP-P1.
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reflects an improvement over TIP4P-FQ calculated here to
be 1.93 (( 0.05) × 10-9 m2/s and elsewhere1 to be 1.9 ((
0.1) × 10-9 m2/s. As previously mentioned, the enhanced
diffusion constant relative to TIP4P-FQ is likely to be the
result of reduced structure in the condensed phase as
suggested by decreased hydrogen bonding. We mention the
diffusion constant calculated for QDP-P1 was lower than
both TIP4P-QDP and TIP4P-FQ. It is reasoned that the
enhanced dipole moment of QDP-P1 is influenced by higher
cohesive intermolecular forces which limit the dynamics in
the bulk. However, little change in the average hydrogen
bonding relative to the TIP4P-QDP model suggests that the
strong cohesive interactions did not result in enhanced
organization of the fluid structure. From the QDP-P1 RDF,
it is evident that QDP-P1 lacks key structural features that
are common to both TIP4P-QDP and TIP4P-FQ, in particular
the depletion of the first minimum in the O-O distribution.

Finally, it has been suggested that diffusion constants
computed from molecular dynamics simulations have an
inherent sensitivity to system size.99 Hence, in order to make
a valid comparison to experimental data, the diffusion
constant should be extrapolated for an infinitely large system.
Simulations of a larger system (N ) 988) of TIP4P-QDP
were performed to assess the extent to which system size
influenced the calculation. For this larger system, a diffusion
constant of 2.40 (( 0.02) × 10-9 m2/s was calculated.
Employing the linear extrapolation method used by Miller
and Manolopoulos,99 we estimate the diffusion constant for
an infinitely large system to be approximately 2.46 × 10-9

m2/s, suggesting a 1.1 scaling factor from the N ) 216 to
the N ) ∞ system. Applying this factor to the TIP4P-FQ
and TIP4P-QDP values yields better agreement with the
experimental value. Although the corrected diffusion constant
of TIP4P-QDP now overestimates experiment, the deviation
from experiment is relatively consistent with the uncorrected
value. The diffusion constants as calculated for the N ) 216
system and extrapolated for N ) ∞ are included in Table 5.

8. Isobaric Heat Capacity. The isobaric heat capacity was
calculated via numerical differentiation method utilized by
Horn et al.:91

CP ) (∂H
∂T )P

≈
〈H2 〉 -〈H1〉

T2 - T1
(16)

where 〈H〉 is the average enthalpy calculated from NPT

simulations. Additional simulations at T ) 297 and 299 K
were utilized to compute CP at 298 K. TIP4P-QDP has a
heat capacity of 16.4 (( 3.5) which underestimates experi-
ment by about 9%. This agreement with experiment is
slightly better than TIP4P-FQ, which overestimates experi-
ment by about 17%. It is further noted that eq 16 provides
only an approximate CP value that is not corrected for
quantum effects. Regardless, such effects are not expected
to greatly influence the results reported here since they are
antincipated to be less than the magnitude of uncertainty for
each value.

9. Isothermal Compressibility. The isothermal compress-
ibility was calculated using the following equation:

κT )
σV

2

〈V 〉 kBT
(17)

where 〈V〉 and σV denote the average and the standard
deviation of the total system volume over the course of the
simulation, T is the temperature, and kB represents Boltz-
mann’s constant. For TIP4P-QDP, a value of 4.013 (( 0.062)
× 10-10 Pa-1 was calculated. Although this is 0.5 × 10-10

Pa-1 lower than the experimental value, it showed a 3%
improvement over the value calculated for TIP4P-FQ. As is
anticipated due to the dependence of this property on σV,
QDP-P1 exhibited a value of κT ≈ 3.3, which is notably less
than both the TIP4P-QDP and TIP4P-FQ. The reduced value
of κT results from reduced fluctuations in volume, a
characteristic expected from increased cohesive forces result-
ing from the enhanced dipole moments as previously
suggested.

C. Liquid-Vapor Interfacial Properties. 1. Density
Profile. The water density profiles as a function of the
z-position relative to the center of mass of the water slab
are presented in Figure 4. From this data, the Gibbs dividing
surface (GDS) is calculated to occur at 26.01 Å3 from the
system’s center of mass for both TIP4P-QDP and TIP4P-
FQ. The GDS is calculated as the point in which the surface
excess is zero. Using the “10-90” criteria for interfacial
thickness,100 the interfacial region is considered to be the
region in which the density transitions from 10% to 90% of
the bulk condensed-phase density. We estimate the interfacial
thickness to be approximately 3.3 Å for TIP4P-QDP which
is commensurate with that for TIP4P-FQ in this work. The
TIP4P-FQ interfacial thickness has been previously reported

Table 5. Condensed Phase and Interfacial Properties

property TIP4P-FQa TIP4P-QDP QDP-P1 experiment

Fliq (g/cm3) 1.0001 (0.0003) 0.9954 (0.0002) 0.9951 (0.0002) 0.997b

〈µliq〉 (Debye) 2.623 (0.001) 2.641 (0.001) 2.752 (0.001) 2.96 (0.60)c

∆Hvap (kcal/mol) 10.49d 10.55 (0.12) 10.96 (0.12) 10.51b

〈Riso,liq〉 Å3 1.12d 1.309 (0.001) 1.323 (0.001) 1.34e

Ds (10-9 m2/s)j 1.93 (0.05), 2.15 2.20 (0.04), 2.46 1.83(0.05), 2.04 2.30f

κT (10-10 Pa-1) 3.877 (0.098) 4.013 (0.062) 3.409 (0.051) 4.524b

CP (cal/mol K) 21.0 (5.5) 16.4 (3.5) 18.5 (2.2) 18.0b

ε∞ 1.775, 1.592d 2.128 2.057 1.79g

ε 79. (8)d 85.8 (1.0) 97.6 (0.2) 78.h

∆Φ (kcal/mol) -12.21 (0.05) -11.98 (0.08) -12.87 (0.05)
γ (dyne/cm) 72.7 (1.5) 71.0 (2.7) 81.2 (3.1) 71.9i

a Values presented are based on calculations from this work, unless otherwise noted. b Reference 116. c Reference 78. d Reference 1.
e Estimated condensed-phase isotropic polarizability based on the gas-phase value of 1.47 Å3 from ref 114 and assuming a 9% reduction in
polarizability as deduced by Morita in ref 74. f Reference 117. g Reference 118. h Reference 119. i Reference 120. j Values as calculated for
an N ) 216 system (left) and corrected for extrapolation to inifinite system size (right).
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as 3.5 Å,101 which agrees reasonably well with the value
calculated here. One notable difference between the density
profiles of the two models is a distinguishable “notch” present
in the TIP4P-QDP profile at the onset of the interfacial
region. This notch represents a region prior to the onset of
the interface, but features a reduced density of approximately
0.93 g/cm3. This notch is a feature that was also observed
for QDP-P1. While the TIP4P-FQ profile shows a region of
reduced density between the pure bulk phase and interface,
this region features a gradual slope, different than the sharp
drop-off and leveling observed in the QDP models. This
suggests that the introduction of dynamical polarizability
allows for the formation a stable transitional region between
the condensed phase and interface (as defined by the 10-90
criteria). The nature of hydrogen bonding (see also section
III.C.3) between the two models at this depth is reasoned to
cause this feature. While a general trend of drecreasing
hydrogen bonds beginning at the onset of this region is
observed for both model types, the ratio of hydrogen bonds
to the coordination number becomes notably higher for the
QDP models than TIP4P-FQ at this depth. Additional spatial
requirements for hydrogen bond networking, as well as the
increased stability of such a network help explain this region
of reduced density exhibited by the QDP models.

2. Dipole Moment Profile. The dipole moment profile is
presented in Figure 4 for TIP4P-QDP and TIP4P-FQ.
Consistent with the condensed-phase simulations, the average
condensed-phase dipole moment is approximately 2.641((
0.001) D for TIP4P-QDP, which is slightly higher than the
TIP4P-FQ value of 2.623 (( 0.001) D. The enhanced TIP4P-
QDP dipole moments in the region extending from the
interface into the gas-phase are an anticipated result from
the increasing molecular polarizability in this region relative
to the bulk phase. It is noted, however, that the dipole
moment of both models ultimately reduce to the appropriate
value of 1.85 Debye within the gas-phase. Furthermore, this
dipole moment enhancement suggests hydrogen bond net-

works extending into the gas-phase as supported in the
following section. Similar results were seen in QDP-P1,
suggesting this is a common effect due to the modulation of
polarizability in this region.

3. Hydrogen Bond Profile. For the hydrogen bond profile
(Figure 5), the average number of hydrogen bonds formed
by a water molecule as a function of its z-position relative
to the center of mass was calculated. The definition for a
hydrogen bond was based on the geometric criteria used by
Liu et al.101 We select the geometric definition over an
energetic one102 such that a comparison could be drawn to
the results of Liu et al. and because this definition has shown
more reliable simulation results.103 Using an O-O distance
of 3.5 Å as a distance criteria, prospective hydrogen bonding
pairs were tagged. Among these tagged pairs, an angular
requirement for the HO-O bond to be less than 30° was
implemented to define a hydrogen bond pair. Within the bulk
region, water molecules formed an average of 3.57 hydrogen
bonds for TIP4P-QDP while the average for TIP4P-FQ was
3.62 hydrogen bonds. Also presented in Figure 5 is the
probability of hydrogen bond formation as a function of
z-position relative to the center of mass. This probability was
calculated as the ratio of the number of hydrogen bonds
formed by a molecule divided by its coordination number.
The coordination number was defined as the number of water
molecules having an O-O distance less than 3.5 from the
water molecule of consideration. The probability of hydrogen
bond formation increases significantly in the interfacial region
compared to the bulk for both models. This is consistent with
the observations of Liu et al. for TIP4P-FQ.101 It is noted,
however, that the hydrogen bond probability for TIP4P-QDP
is reduced in the condensed phase and enhanced in the
interfacial region, relative to TIP4P-FQ. This reduced
hydrogen bonding within the condensed region was antici-
pated based on the reduced structure indicated by the RDFs

Figure 4. Interfacial profiles as a function of z-position relative
to the center of mass for (a) the density and (b) the dipole
moment of TIP4P-QDP, TIP4P-FQ, and QDP-P1. A 0.2 g/cm3

offset was applied to the density profiles to distinguish unique
features.

Figure 5. Hydrogen bond profile. (a) Average number of
hydrogen bonds as a function of z-position for TIP4P-QDP,
TIP4P-FQ, and QDP-P1. (b) Probability of hydrogen bond
formation as a function of z-position as calculated from the
ratio of hydrogen bonds to coordination number. Definitions
of O-O distance less than 3.5 Å and H-O-O angle less than
30° were used as the hydrogen bond criteria.
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of TIP4P-QDP. It is likely the combination of enhanced
polarizability relative to the bulk and a more favorable dimer
energy than TIP4P-FQ prolong a water molecule’s ability
to remain hydrogen bonded as it leaves the interface for the
gas-phase.

4. Molecular Orientation. The orientational structure of
TIP4P-QDP and TIP4P-FQ are analyzed via the distribution
of two angular coordinates, θ and φ, as a function of
z-position with respect to the GDS. For convenience, we
present the orientational distributions as a function of the
average value of the cosine of these angles. The angle θ is
defined here as the angle between the permanent molecular
dipole vector (as determined from the gas-phase dipole
moment) and the fixed z-axis of the simulation cell (the
vector perpendicular to the surface). For molecules below
the GDS in which θ ) 0°, both hydrogen sites are directly
pointing toward the gas-phase. Molecules having θ ) 90°
are those in which the molecular symmetry axis is parallel
to the surface. The second angular component under con-
sideration, φ is the angle made between the molecular plane
and the z-axis of the simulation cell. A value cos φ ) 0
represents a molecule lying parallel to the GDS, while cos
φ ) (1 represents configurations perpendicular to the GDS.
Due to the indistinguishability of the two perpendicular
configurations, the absolute value of this quantity is considered.

The orientational profiles with respect to the depth relative
to the GDS are presented in Figure 6. The 〈cos θ〉 profile
suggests TIP4P-QDP has a stronger orientational preference
the for the molecules’ permanent dipole vector in the
outermost portion of the interface than TIP4P-FQ. There is,
however, a diminished orientational preference for TIP4P-
QDP within the condensed phase. This profile suggests
hydrogen atoms point into the gas-phase for values of z above
the GDS, while there is a lesser preference for hydrogen
atoms to point into solution below the GDS. Furthermore,

there is essentially no orientational preference in the con-
densed-phase region (〈cos θ〉), which is expected from the
bulk isotropic environment. The 〈 |cos φ|〉 profile demonstrates
similar features. Within the condensed-phase region, there
is essentially no net structural effect (a value of 0.5 represents
the average of the two extreme values for this property).
Again, a notable well forms in the region several angstroms
below the GDS in the 〈 |cos φ|〉 profile, suggesting a strong
preference for the water to lie parallel to the surface but
slightly tipped such that the hydrogens point toward the bulk.
A peak in this profile above the GDS indicates a preference
for the water molecule to orient perpendicular to the surface;
this preference is essentially the same for the different
models.

Within the context of orientation profiles, the z-induced
dipole moment can also be discussed. The z-induced dipole
moment was calculated by subtracting the fixed z-component
of the dipole moment for the z-projection of the total dipole
moment for each molecule. The profile of this quantity as a
function of z-position relative to the center of mass is also
featured in Figure 6. There is significant (over 50%) increase
in the maximum induced dipole moment for TIP4P-QDP
over TIP4P-FQ. This increase is expected based on the
increased θ preference of the TIP4P-QDP model since θ is
connected to the permanent dipole moment vector.

5. Interfacial Potential. The interfacial potential is the
potential drop associated with moving a volumeless positive
test charge from the vapor phase into solution. This is a
measure of the combined electrostatic effects of the water
orientation and induced dipole moment distributions at the
interface. The liquid-vapor interfacial potential is calculated
by the integration of z-component of charge density11,33,66,69,104

F(z), as

∆Φ(z))Φ(z)-Φ(z0))-∫z0

z
dz′∫z0

z′
dz′′ F(z) (18)

where z is the direction perpendicular to the interface and z0

is center of mass position of the bulk phase. The integration
is performed numerically by evaluation of the charge density
for 1 Å-wide segments in the z-direction. The interfacial
potential for TIP4P-QDP converges to -11.98 (( 0.08) kcal/

Figure 6. (a) Profile of 〈cos θ〉, where θ is angle formed
between the permanent dipole vector of the water molecule
and the fixed z-axis. (b) Profile of 〈cos φ〉, where φ is the angle
formed between the molecular plane of water and the fixed
z-axis. (c) Profile of the z-induced dipole moment. All z-values
are relative to the center of mass of the system. The GDS is
represented on each plot as a dashed vertical line.

Figure 7. Total interfacial potential as a function of z relative
to the center of mass of the water slab.
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mol, while a more favorable potential of -12.21 (( 0.05)
kcal/mol is calculated for TIP4P-FQ. Currently, there is no
experimental consensus on the value, or even the sign of
interfacial potential since values have been presented in the
range (1500 mV (( 34.6 kcal/mol).105,106 Furthermore, we
remark that studies of the aqueous liquid-vapor interface
utilizing molecular dynamics have reported more consistent
values in the range of -400 to -600 mV (approximately
-9 to -14 kcal/mol).54,69,107-110 We note that the values
calculated for all water models in this study fall in the typical
range for MD simulations, with the TIP4P-FQ value dem-
onstrating excellent agreement with the previously reported
value of 12.20 (( 0.05) kcal/mol.110 Integration of charge
density allows for the partitioning of the interfacial potential
into dipole and quadrupole moment contributions.10 The
similar dipole contributions for the two models, approxi-
mately 13.74 kcal/mol, indicate the quadrupole contributions
offer the greatest differences between the models. The
interfacial potential profile for TIP4P-QDP and TIP4P-FQ
is featured in Figure 7. A distinguishing feature of the TIP4P-
QDP profile is the exaggerated peak in the region just below
the interface, which based on the aforementioned comments
is likely a consequence of a locally enhanced quadrupole
moment contribution.

6. Surface Tension. As a final comparison between the
TIP4P-DQP and TIP4P-FQ models in the liquid-vapor
interface, the surface tension was calculated from the
difference of the normal and tangential elements of the
internal pressure tensor111

γ(z))
Lz

2 (Pzz -
Pxx +Pyy

2 ) (19)

where Pxx, Pyy, and Pzz are the diagonal elements of the
internal pressure tensor and Lz is the length of the simulation
cell in the z-direction (normal to the surface). Surface tension
computed for TIP4P-QDP model is 71.0 (( 2.7) dyne/cm,
2.3% less than the TIP4P-FQ estimate of 72.7 dyne/cm and
1.3% less than the experimental value of 71.9 dyne/cm. This
slight reduction is consistent with the more favorable dimer
energy than TIP4P-FQ which allows a reduced energetic
penalty for water molecules leaving the condensed phase for
the vapor phase.

IV. Conclusions

In this work, we have presented a new water model,
TIP4P-QDP, which explicitly accounts for the polariz-
ability gradient between thermodynamic phases. The
model is built upon the charge equilibration formalism
and the TIP4P-FQ model of Rick et al.1 Although there
are numerous possible paths to introduce phase-depen-
dence in the context of molecular dynamics simulations,
we chose the development of a multiplicative scaling
function that is based on the M-site partial charge. This
notion is based on the considerable gradient in dipole
moment from gas to liquid phases, which could be coupled
to a change in molecular polarizability between these two
phases. An error function was chosen as the functional
form due to its ability to apply constant scaling in regions
considered purely gaseous or condensed, while providing

nearly linear modulation between these two phases.
Moreover, atomic electronegativities were also scaled in
order to maintain self-consistency with the hardness
scaling. Here additional scaling parameter, p, was used
to control the amount by which � was scaled. Although a
value of p ) 1 is expected to reduce the charge-dependent
expressions to their charge-independent analogs for an
isolated molecule, condensed phase effects result in
undesirable increases in cohesive forces. Hence, a reduced
p-value allowed for an appropriate average condensed-
phase dipole moment and an accurate depiction of
intermolecular forces in the condensed phase as suggested
by the agreement of these properties with experiment.

A reparameterization of the hardness, electronegativity,
and Lennard-Jones parameters was necessary to correct
the gas phase polarizability, dipole moment, and dimer
energies. Selection of the specific parameter set was based
on the ability to simulataneously match the density and
enthalpy of vaporization to experiment. Ultimately, the
density at ambient conditions, 0.9954 (( 0.0002) g/cm3,
and enthalpy of vaporization, 10.55 (( 0.12) kcal/mol,
demonstrate excellent agreement with experiment. Iso-
thermal compressibility, diffusion constants, and isobaric
heat capacity are also commensurate with the experimental
and TIP4P-FQ results. The dielectric constant of ε ) 85.8
overestimates experiment by 10%. However, the com-
parison of TIP4P-QDP as presented in this work to its
analog with full scaling on � (p ) 1) suggests that the
average dipole moment in the condensed phase is an
important consideration for replicating the appropriate
dielectric constant. Interfacial properties are qualitatively
similar to the TIP4P-FQ results. Consistent observations
made among charge-dependent models with different
p-values suggest features that are a direct consequence
of accounting for the polarizability gradient between
phases. A hydrogen bond network that extends further into
the gaseous region than TIP4P-FQ, as well as a cor-
responding extension of enhanced dipole moments, suggest
enhanced cohesion within the interfacial region. This is
anticipated on the basis of increased polarizability and
more favorable dimer energy of the TIP4P-QDP model.
A stronger orientational preference of the TIP4P-QDP
model’s permanent dipole vector is also a common feature
of the QDP-scheme that results in an enhanced z-induced
dipole moment.

Acknowledging that the scaling function used for TIP4P-
QDP is not rigorously bound to experimental or quantum
mechanical results, we stress that the primary focus of this
work is a preliminary analysis of how accounting for the
difference in polarizability between phases affects the physics
of the liquid-vapor interface. Furthermore, relationships
dictating the nature of change of polarizability via a
convenient simulation parameter such as QM are not definite,
limiting the level to which this model can replicate such
phenomena. The coupling of the scaling function to the
M-site charge is a computationally efficient and convenient
method of incorporating a phase-dependent molecular po-
larizability in molecular dynamics simulations. Future gen-
erations of phase-dependent models may rely on hydrogen
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bond coordination, which has been shown to correspond
strongly to both the molecular dipole moment95,96 and
molecular polarizability.75

The first step toward exploring the implications of such
physics within the context of classical molecular dynamics
simulations, we have demonstrated an approach to incor-
porate phase dependence of molecular polarizability. The
resulting TIP4P-QDP model also demonstrates intriguing
physical properties, most notably, the enhanced structure
of the liquid-vapor interface. One promising approach
toward improving this model will be to introduce an
additional scaling of the Lennard-Jones parameters.112

Such modifications may capture more precise structural
features that were ignored in the current treatment. This
may in turn further improve upon the condensed-phase
properties calculated here. Future incorporation of ad-
ditional atomic sites will allow for treatment of out of
plane polarizability, a feature neglected in the original
TIP4P-FQ model and the TIP4P-QDP model proposed in
this work. Future studies involving TIP4P-QDP (or further
refined versions of this model) will focus on how phase-
dependent polarizability affects interfacial simulations
involving nonpolarizable and polarizable ions. Further-
more, the extent to which this model can replicate the
liquid-vapor coexistence curve will also be studied. The
dynamical nature of polarizability as exhibited in TIP4P-
QDP is a crucial element that has been lacking in studies
involving the latter, and it is therefore suggested that the
TIP4P-QDP model (and future versions) may have success
in such applications.
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Appendix: Derivation of QDP Expressions

The charge-dependent polarizable water model introduces
a multiplicative scaling factor to each term in the Hamilto-
nian. In addition to the Q-dependent scaling it is desired to
control the magnitude of scaling on the chi parameter, which
is done by the introduction of an empirical p-parameter. The
generalized energy expression with Q-dependent hardness
and Q,p-dependent electronegativities is given by

E(Q)) 〈�(Q, p)|Q 〉 + 1
2

〈Q|J(Q, r)|Q〉 (A1)

By taking a derivative with respect to the kth charge and
setting the resulting expression

∇ kE(Q)) �k(Q, p)+ 〈Jk(Q, r)|Q 〉 +

〈∇ k �(Q, p)+ 1
2

Q[∇ kJ(Q, r)]|Q〉 (A2)

equal to zero, we may obtain a set of simultaneous equations,
one for each charge. In the above equation, �k is the kth site
electronegativity and Jk is the kth row of the hardness matrix.

The first two terms in the above expression are the usual
terms one obtains when � and J are independent of Q. The
last term accounts for the charge dependence of � and J.
We may now make the specific assumptions

�(Q, p)) �[(1- p)+ pg(QM)] (A3)

and

J(Q, r)) J(r)g(QM) (A4)

which tie the scaling of the hardnesses and electronegativities
to a factor g(QM) based on the M-site partial charge.
Introduction of the p dependence in eq A3 acts to control
the extent of scaling due to the g(QM) term; a value of p )
0 introduces no QM-scaling, while a value of p ) 1 introduces
full scaling equivalent to that applied to the hardness matrix.

If we now consider a single water molecule and the cases
in which k corresponds to a hydrogen site, only the first two
terms of eq A2 survive (since � and J only depend on QM)
and we may write

-�H[(1- p)+ pg(QM)]) g(QM)〈JH(r)|Q〉 (A5)

Letting h(QM) ) g(QM)/[(1 - p) + pg(QM)] and rearranging,
we obtain the simplified expression

-�H ) h(QM)〈JH(r)|Q〉 (A6)

which, in the limit p ) 1, reduces to the usual expression

-�H ) 〈JH(r)|Q〉 (A7)

For the M-site (k ) M) and using the fact that ∇ M[(1 - p)
+ pg(QM)] ) p∇ Mg(QM), we obtain

-�M ) h(QM)〈JM(r)|Q 〉 + [h(QM)(∇ Mg(QM)

g(QM) ) ×

(p�M〈M̂|+ 1
2

〈Q|J(r)|)] |Q〉 (A8)

Figure 8. Contribution of each term in eq A18 to the total
scaling function, g(QM). The top panel features the first term
of eq A18 (solid line) as it compares to the total scaling
function (dashed line) as a function of QM. The lower panel
features the second (solid line) and third (dashed line) terms
of eq A18. Terms 2 and 3 are approximately equal in
magnitude while opposite in sign, which results in the first
term’s dominance in g(QM).
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where 〈M̂| is a unit vector that picks out the M-site charge.
The full system of equations is constructed from the
equations for both hydrogen sites and the M-site as

-|� 〉 ) h(QM)[J(r)+ (∇ Mg(QM)

g(QM) ) ×

(p�MM+ 1
2

|M̂〉〈 Q|J(r)|)] |Q〉 ) h(QM)H(Q, r)|Q〉 (A9)

where the matrix M denotes the outer product |M̂〉〈 M̂|. This
form allows us to recover eqs A6 and A8 upon dotting a
particular unit vector such as 〈M̂|, 〈Ĥ1|, or 〈Ĥ2| into this
expression from the left. To compute the polarizability, we
make the assumption

H(Q, r) ≈ H(〈Q 〉 , r) (A10)

which constructs a static (charge-independent) version of the
hardness matrix from the true equilibrium charges. In the
limit of no external field and p ) 1 (h(QM) ) 1), this
assumption is exact since the same equilibrium charges are
recovered and self-consistent:

h(QM)H(〈Q 〉 , r)|Q 〉 ) -|�〉
〈Q 〉 ) -[H(〈Q〉 , r)]-1|�〉

(A11)

In the presence of an external field, this assumption es-
sentially requires that the charge-induced changes to the
hardness matrix be small which should be a valid ap-
proximation in the weak field limit. This makes it unneces-
sary to iteratively solve the nonlinear system of equations.
Therefore, the equilibrium charges in the presence of some
external field εγ are given by

h(QM)H(〈Q 〉 , r)|Q〉ε ≈ -|� 〉 + 1
g(QM)

εγ|Rγ〉

〈Q〉 ε ≈ -[h(QM)H(〈Q 〉 , r)] -1|� 〉 +

([H(〈Q 〉 , r)]-1

g(QM)h(QM) )|εγRγ〉

(A12)

The induced dipole in the � direction is given by the
difference in charges due to the presence of the field

µ�
ind ) 〈R�|Q〉ε- 〈R�|Q 〉 ≈

〈R�|
|H(〈Q 〉 , r)-1

g(QM)h(QM)
|εγRγ〉 (A13)

and the derviative of the induced dipole moment with respect
to the field then yields the �γ component of the polarizability:

R�γ(QM))
∂µ�

ind

∂εγ
≈ 1

g(QM)h(QM)
〈R�|[H(〈Q〉 , r)]-1|Rγ〉

(A14)

By manipulating the definition of H(Q, r) in eq A9, we may
obtain an expression for the inverse as

[H(Q, r)]-1 ) J-1(r)[1+ (∇ Mg(QM)

g(QM) ) ×

(p�MMJ-1(r)+ 1
2

|M̂〉〈 Q|)]-1

(A15)

which relates the charge-dependent hardness matrix to the
charge-independent hardness matrix at leading order. As-
suming the correction is small, we can perform a series
expansion of the bracketed term to yield

[H(Q, r)]-1 ) J-1(r)[1- (∇ Mg(QM)

g(QM) ) ×

(p�MMJ-1(r)+ 1
2

|M̂〉〈 Q|)] (A16)

Insertion of this definition into the polarizability expression
yields

R�γ(QM) ≈ 1
g(QM)h(QM)〈R�|J

-1(r)[1- (∇ Mg(QM)

g(QM) ) ×

(p�MMJ-1(r)+ 1
2

|M̂〉〈 Q|)]|Rγ〉 (A17)

which expresses the polarizability in terms of the original,
unscaled matrix J(r). Thus, when the gradient of g(QM) is
zero (constant g(QM)) for p ) 1 (h(QM) )1), the new
contribution disappears so that the usual expression is
recovered to within a multiplicative constant depending on
the constant scaling factor applied to the hardnesses. Since
J(r) is symmetric, this expression may be further simplified
into

R�γ(QM) ≈
〈R�|J-1(r)|Rγ〉
g(QM)h(QM)

- ( ∇ Mg(QM)

[g(QM)]2h(QM)) ×

[p�M〈R�|J-1(r)|M̂〉2 + 1
2

〈R�|J-1(r)|M̂ 〉 〈 Q|Rγ 〉 ] (A18)

The first term is the usual polarizability expression, but scaled
by a factor which becomes 1/g(QM) in the limit p ) 1. The
second term always increases the polarizability if �M is
positive and the gradient is negative since the functions g(QM)
and h(QM) are always positive. The last term works to
decrease the polarizability with increasing magnitude of the
dipole moment. While all terms should be included in order
to accurately estimate the Q-dependent polarizability, the last
two terms are typically an order of magnitude smaller than
the first term and opposite in sign. The magnitude of each
term as a function of QM is featured in Figure 8. Finally, we
remark that eq 7 is a slightly modified form of eq A18,
utilizing the subsitutions R�γ ) 〈R�|J-1(r)|Rγ〉 and µγ )
〈Q|Rγ〉 .
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Abstract: First principles calculations based on gradient corrected density functional theory
and molecular dynamics simulations of Ca decorated fullerene yield some novel results: (1) C60

fullerene decorated with 32 Ca atoms on each of its 20 hexagonal and 12 pentagonal faces is
extremely stable. Unlike transition metal atoms that tend to cluster on a fullerene surface, Ca
atoms remain isolated even at high temperatures. (2) C60Ca32 can absorb up to 62 H2 molecules
in two layers. The first 30 H2 molecules dissociate and bind atomically on the 60 triangular
faces of the fullerene with an average binding energy of 0.45 eV/H, while the remaining 32 H2

molecules bind on the second layer quasi-molecularly with an average binding energy of 0.11
eV/H2. These binding energies are ideal for Ca coated C60 to operate as a hydrogen storage
material at near ambient temperatures with fast kinetics. (3) The gravimetric density of this
hydrogen storage material can reach 6.2 wt %. Simple model calculations show that this density
is the limiting value for higher fullerenes.

Introduction

Hydrogen, the least complex and the most abundant element
in the universe, is an energy carrier that is expected to play
a critical role in a new, decentralized energy infrastructure
with many important advantages over other fuels. Unlike
fossil fuels such as oil, natural gas, and coal that contain
carbon, produce CO2, contribute to global warming, and have
limited supply, hydrogen is clean, abundant, nontoxic,
renewable, and packs more energy per unit mass than any
other fuel. However, the biggest challenge in a new hydrogen
economy is finding materials that can store hydrogen with
high gravimetric and volumetric density under favorable
thermodynamic conditions and exhibit fast kinetics.1-7 The
current methods of storing hydrogen as compressed gas or
in the liquid form does not meet the industry requirements

since the energy densities are much lower than that in
gasoline. Moreover, there are issues of safety and cost
involved in compressing hydrogen under high pressure or
liquefying it at cryogenic temperatures.

Although storage of hydrogen in solid state materials offers
an alternative, currently there are no materials that meet the
industry requirement. This is because materials to store
hydrogen with high gravimetric density (e.g., 9 wt %) have
to be lighter than aluminum. Unfortunately, in these elements,
hydrogen is bound either strongly as in complex light metal
hydrides or weakly as in carbon based nanostructures,
clathrates, zeolites, and metal organic frameworks.8-14 The
early promise of carbon nanotubes8 as high density storage
materials has not materialized.15-17 Attention has, therefore,
turnedtothefunctionalizedcarbonfullerenesandnanotubes18-23

where transition metal atoms uniformly distributed over the
surface were shown to bind copious amounts of hydrogen
in a quasi-molecular form through a novel mechanism where
the adsorbed H2 molecule donates electrons to the unfilled
d-orbitals of the transition metals atoms which in turn back-
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donate the electron to the antibonding orbital of the H2

molecule. Consequently, the H2 molecule does not dissociate
but binds quasi-molecularly with a stretched H-H bond. The
binding energy of about 0.5 eV/H2 molecule is in the ideal
range for room temperature applications. Later studies21

showed that these materials are not stable as the strong d-d
interaction between transition metal atoms leads to clustering,
which greatly affects their hydrogen storing capacity. Al-
though Li atoms in C60Li12 do not cluster due to strong Li-C
bond and weak Li-Li bond,22 the absorption energy of H2

is weak and hydrogen desorbs at low temperatures.
In this study we show that C60Ca32 does not suffer from

any of these shortcomings. First, it is a very stable cluster
whose magicity has been established from gas-phase experi-
ments.24 Martin and co-workers found this cluster to have a
conspicuous peak in the mass spectra which is characteristic
of a magic cluster with high stability. Second, Ca atoms show
no tendency for clustering. Third, this nanocluster can bind
up to 124 hydrogen atoms with an average binding energy
in the required range (0.1-1.0 eV) and with a weight
percentage that can reach the Department of Energy’s 2010
target, namely 6 wt %.

The above results are based on first principles calculations
using density functional theory and generalized gradient
approximation for exchange and correlation. We used a super
cell approach where the cluster was surrounded by 15 Å of
vacuum space along x, y, and z directions. The Γ point was
used to represent the Brillouin zone due to the large supercell.
The total energies and forces and optimizations of geometry
were carried out using a plane-wave basis set with the
projector augmented plane wave (PAW) method as imple-
mented in the Vienna Ab initio Simulation Package
(VASP).25 The PW91 form was used for the generalized
gradient approximation to exchange and correlation potential.
The geometries of clusters were optimized without symmetry
constraint using conjugate-gradient algorithm. The energy
cutoff and the convergence in energy and force were set to
400 eV, 10-4 eV, and 1 × 10-3 eV/Å, respectively. The
accuracy of our numerical procedure for C60 and hydrogen
has been demonstrated in our previous papers.21,22,26 For the
Ca2 molecule, we obtained the ground-state to be 1Σ+

g with
a bond length of 4.20 Å, in good agreement with the
experimental value of 4.277 Å.27

Our fully optimized geometry of C60Ca32 structure without
symmetry constraint shown in Figure 1(a) agrees with the
previous theoretical study.28 Here the C-Ca and Ca-Ca

distances are respectively 2.752 Å and 3.681 Å. The bond
lengths between C atoms at the pentagon-hexagon and
hexagon-hexagon interface are respectively 1.465 and 1.446
Å. To confirm the stability of this structure, we have carried
out molecular dynamics simulation by using Nose algo-
rithm29 at room temperature (T)300 K) with 0.5 fs time
steps. After 5 ps simulation, we found that the structure
retains its identity. The resulting geometry is shown in Figure
1(b) which, except for some small fluctuations in bond length
due to the thermal motion of atoms at finite temperature, is
essentially the same as that in Figure 1(a). Based on these
results, we can conclude that C60Ca32 is indeed very stable.
However, the HOMO-LUMO gap of this complex structure
is almost zero, and the system is nearly metallic. Thus, the
observed stability is not of electronic origin but purely due
to the geometric effects,23,28 which is different from what
happened in Ca@C60.

30 To further verify the stability of
C60Ca32, we also performed simulated annealing from 300
K to 0 K, by starting from the geometry of Figure 1(b). After
5 ps simulations, it recovers back to the structure of Figure
1(a), indicating again that the later structure has high stability.

To further prove that Ca atoms do not cluster on the C60

surface as Ti atoms were found21 to do, we carried out two
separate calculations: In the first we placed four Ca atoms
on the neighboring hexagonal and pentagonal sites of the
C60 surface and second, the four atoms forming a tetrahedron.
The optimized geometries with these as starting configura-
tions are shown in Figure 2(a,b). Note that the configuration
where the Ca atoms form a tetrahedron is 0.79 eV higher in
energy than when they occupy the hollow sites on the C60

surface, providing ample evidence that Ca atoms do not
cluster on C60, and the core-shell-like geometry of C60-Ca32

is more stable. In the equilibrium geometry of C60Ca32, about
0.4 electrons per Ca atom are transferred to fullerene core.
In Figure 3(a) we show these changes in charge distribution
where yellow stands for missing charge and blue for charge
gained. We also find that HOMO and LUMO originate
mainly from the Ca coating shell, as shown in Figure 3(b,c).
Thus, it is the Ca shell that would take part in any chemical
activity.

Next we studied the interaction of a single hydrogen
molecule with C60Ca32 by considering three different con-
figurations as shown in Figure 4. In the top configuration
(Figure 4(a)), H2 is initially placed on top of a Ca atom with
H-H and H-Ca distances set to 0.74 and 2.0 Å, respec-
tively. Upon full optimization, the distance between H2 and

Figure 1. (a) Optimized geometry of C60Ca32; (b) geometry of C60Ca32 after 5 ps MD simulation; (c) geometry of C60Mg32 after
0.4 ps MD simulation; and (d) geometry of C60Li32 after 0.5 ps MD simulation.
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the Ca shell became 2.79 Å (Figure 4(b)). The hydrogen
atoms remain molecularly bound, and the corresponding
absorption energy is only 0.05 eV. In the bridge configuration
(Figure 4(c)), H2 was placed on the Ca-Ca bridge with initial
H-H and H-Ca distances of 0.74 and 2.03 Å, respectively.
However after optimization, the hydrogen molecule is found
to dissociate and atomically bound at the centers of a
Ca-Ca-Ca triangle with a binding energy of 0.74 eV/H
(Figure 4(e)). This is much less than the binding energy in
conventional metal hydrides. When H2 is introduced on the
hollow site of a Ca-Ca-Ca triangle (Figure 4(d)), the
geometry also converged to that in Figure 4(e). Thus, in
the preferred configuration, the hydrogen atoms bind
dissociatively.

Now we consider an extreme situation, where all 60
triangles are occupied by H atoms. The optimized structure
is given in Figure 5(a), where due to the insertion of H atoms,
Ca-Ca and Ca-C distances have expanded to 3.75 and 2.86
Å, respectively, from the initial values of 3.68 and 2.75 Å.
This increase in distance between fullerene-core and Ca-
shell causes the C-C bond lengths to change from 1.465
and 1.446 Å to 1.447 and 1.425 Å, respectively. The
binding energy of H atoms now reduces to 0.45 eV/H and
is in the ideal thermodynamic range for the hydrogen
storage materials’ application in the mobile industry. With
60 H atoms bound to C60Ca32, the gravimetric density
amounts to 3.0 wt %.

In Figure 5(b) we plot the charge distribution in the
C60Ca32H60 complex. Here yellow represents missing charge,
and blue for charge gained. Due to further charge transfer
from Ca to H, Ca sites become more positively charged. In
fact, each Ca site carries a charge of +1.30 e, and each H
site carries a charge of -0.535 e.

The significant positive charge on the Ca atoms allows
the possibility that further hydrogen atoms may be bound to
the C60Ca32 cluster. We note that Rao and Jena31-33 had
shown more than a decade ago that a positively charged atom
can bind a large amount of hydrogen in quasi-molecular form
through the charge polarization mechanism. To see if

C60Ca32H60 can bind more hydrogen atoms we first carried
out a model calculation. We began the analysis with a small
model of Ca-C2, as shown in Figure 6. When a Ca atom
binds with C2, 0.982 electrons are transferred to C atoms,
and a H2 is bound molecularly on top site of Ca with a
binding of only 0.051 eV. The distance between the Ca and
H atom is 2.881 Å (Figure 6(a)). This is very similar to the
absorption of H2 on the top site in C60Ca32 as discussed
above. Now if we add a H atom next to Ca in the CaC2

cluster the situation becomes very different. The charge
transfer from Ca increases to +1.202e since the Ca atom
now has to donate some charge to the H atom. The binding
energy of H2 to the HCaC2 cluster increases to 0.171 eV,
and correspondingly the distance between Ca and H de-
creases to 2.632 Å. The H-H bond also stretches from its
molecular value of 0.74 Å to 0.757Å. These results suggest
that the presence of H atoms next to Ca may allow
C60Ca32H60 to bind more hydrogen.

Following this clue, we added one H2 molecule on top of
each of the 32 Ca sites in C60Ca32H60 and reoptimized the
structure. The resulting geometry of the C60Ca32H60-32H2

complex is shown in Figure 7. The distance between H2 and
Ca shell is 2.621 Å, and the absorption energy of the second
layer of hydrogen is 0.11 eV/H2, similar to the values of the
model system C2CaH-H2 described above. The total weight
percentage of the complex C60Ca32H60-32H2 is now 6.2 wt
%, providing hope that C60Ca32 may be a suitable material
for hydrogen storage.

It is important to stress the advantages of a structure that
derives stability from the geometric shell closure instead of
electronic shell closure. For example, if the stability were
of electronic origin, the cluster would have a large
HOMO-LUMO gap, and as the size increases, this gap may
close making the structure less stable. But for the geometric
shell closure, there are no such limitations for the stability
of a Ca coated higher fullerene. For example, in C60 there
are 12 pentagons and 20 hexagons, as we have seen it can
accommodate 32 Ca atoms in total. In C70, there are 12
pentagons and 25 hexagons, so it should be able to
accommodate 37 Ca atoms. Indeed, Ca37C70 has also been
found to exhibit a conspicuous peak in the mass spectra23

and hence is a magic cluster. We can use this “counting the
rings of fullerenes”23 as a means to determine the magic
number of Ca atoms that can decorate a higher fullerene,
and hence the maximum number of hydrogen it can hold.
For example, we consider the C720 fullerene which has 12
pentagons and 350 hexagons and thus can accommodate 362
Ca atoms. These 362 Ca atoms again result in 720 triangular
faces, in analogy with Figure 5(a), it can first bind 720 H
atoms in dissociated form. Then the 362 Ca atoms can further
bind 362 H2 molecules in quasi-molecular form, thus forming
a cluster with the composition C720Ca362H720-362H2 having
a diameter of about 3.6 nm. The corresponding gravimetric
density of hydrogen storage is 6.25%. It is only marginally
larger than that in C60 fullerene. One can easily extend this
rule to fullerenes of any size and determine the maximum
hydrogen storing capacity of a Ca-coated fullerene system.
Consider a fullerene with number of C atoms, NC. The magic
number, NCa, of Ca atoms it can accommodate is given by

Figure 2. The optimized structures of Ca4C60 with (a) the Ca
atoms occupying the adjacent hollow sites and (b) the four
forming a tetrahedron characteristic of a clustered configuration.
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NCa ) NC/2 + 2. The metal-loading atomic percentage NCa/
NC is (0.5 + 2/NC) × 100%. The total number, NH, of stored

hydrogen atoms in such a complex is then NC + 2NCa. With
this the hydrogen weight percentage WH (%) can be
calculated with following formula

WH(%)) [(2Nc + 4 ) × 1.0 ]× 100% ⁄

[Nc × 12.0+ (0.5 × Nc + 2 ) × 40.0]

In Table 1, we give the changes of Nca, NH, ACa, and WH

with the size of fullerene. It is interesting to note that with
the increase in fullerene size, the metal-loading atomic
percentage decreases, saturating at 50% (Figure 8); while
the weight percentage of stored hydrogen increases, termi-
nating at 6.25% (Figure 9).

We also examined the possibility that C60Mg32 can store
hydrogen with larger gravimetric density than C60Ca32 as Mg

Figure 3. (a) Charge difference and (b) HOMO and (c) LUMO of C60Ca32.

Figure 4. (a) Initial and (b) final geometry of H2 placed at
the on-top configuration. Initial geometries of H2 placed on
the (c) Ca-Ca bridge and (d) hollow site. The final optimized
geometry in given in (e).

Figure 5. (a) Optimized geometry of and (b) charge distribu-
tion in C60Ca32H60.

Figure 6. Model analysis of the effect of H insertion on the
absorption of H2.

Figure 7. Geometry of 32 H2 molecules absorbed on
C60Ca32H60.
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belongs to the alkaline-earth series and is lighter than Ca.
However only after 0.4 ps simulation, the structure is totally
fractured as shown in Figure 1(c), indicating that due to the
small size of Mg, 32 Mg atoms are not enough to cover the
surface of C60. We also studied the stability of C60Li32. Note
that C60Li12 has been known to be a magic cluster, and
decorating the remaining 20 hexagonal sites on C60 will lead
to C60Li32. After 0.5 ps simulations, the initial Li coating
layer ruptured, and Li atoms formed some small clusters
dotted on the surface of C60 as shown in Figure 1(d).

In summary, we show that C60Ca32 is thermodynamically
stable and can bind up to 6.2 wt % hydrogen with the first
3 wt % bound atomically with a reduced binding energy of
0.45 eV/H and the remaining 3.2 wt % quasi-molecularly
with a binding energy of 0.11 eV/H2. Our findings are
different from the recent report,34 where 92 H2 molecules
are stored corresponding to an uptake of 8.4 wt% with a
binding energy of ∼0.4 eV/H2 within LDA and ∼0.2 eV/H2

within GGA. Furthermore, based on the fullerene counting
rule,23 we also show that as the fullerene size increases, the
fully coated Ca fullerene cannot store more than 6.25 wt%
hydrogen. Although Li and Mg are lighter in mass for a
possible higher weight percentage of hydrogen storage, they
cannot form stable and uniformly coated M32C60 structures
as confirmed by our MD simulations.
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Abstract: The linear interaction energy method (LIE), which combines force field based
molecular dynamics (MD) simulations and linear response theory, has previously been shown
to give fast and reliable estimates of ligand binding free energies, suggesting that this type of
technique could be used also in a high-throughput fashion. However, a limiting step in such
applications is the assignment of atomic charges for compounds that have not been parametrized
within the given force field, in this case OPLS-AA. In order to reach an automatable solution to
this problem, we have examined the performance of nine different ab initio and semiempirical
charge methods, together with estimates of solvent induced polarization. A test set of ten HIV-1
reverse transcriptase inhibitors was selected, and LIE estimates of their relative binding free
energies were calculated using the resulting 23 different charge variants. Over 800 ns of MD
simulation show that the LIE method provides excellent estimates with several different charge
methods and that the semiempirically derived CM1A charges, in particular, emerge as a fast
and reliable alternative for fully automated LIE based virtual screens with the OPLS-AA force
field. Our conclusions regarding different charge models are also expected to be valid for other
types of force field based binding free energy calculations, such as free energy perturbation
and thermodynamic integration simulations.

Introduction

Computational structure-based ligand design relies on ac-
curate predictions of binding free energies of usually
relatively small organic molecules upon binding to a mac-
romolecular receptor. These predictions can then serve as
guidelines for lead compound identification and optimization.
The methods used in structure-based binding affinity predic-
tion range between being theoretically stringent to more or
less approximate, where there is always a tradeoff between
accuracy and computational cost. For instance, free energy
perturbation (FEP) is one of the rigorous but more time-
consuming methods that often requires considerable initial
preparation by the user followed by days of calculation. If
infinite thermodynamic sampling could be attained, the
method would in principle deliver the true binding free

energies given by the particular potential energy function.
However, the limited sampling that can be achieved by
computer simulations remains a serious problem, and this is
the main reason why FEP applications are still rare in
structure-based ligand design. In contrast, empirical scoring
functions are much faster, typically requiring only fractions
of a second per binding estimate, but then only because they
describe ligand-protein interactions phenomenologically and
usually do not rely on conformational sampling at all. In
between these extremes there is a wide range of methods,
reviewed in refs 1-3, and one of these is the linear
interaction energy (LIE) method which is the focus of the
present work.

The LIE method is a semiempirical approach which is
faster than free energy perturbation, typically requiring a few
hours per binding estimate, yet is more accurate than
empirical scoring functions and has been employed for a
number of biomolecular systems with good results.1,4-9 The
approximations behind the LIE method, namely electrostatic

* Corresponding author phone: +46 18 471 4109; fax: +46 18
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linear response together with a nonpolar binding contribution
that depends linearly on ligand size (representing hydropho-
bic effect, translational/rotational entropy loss, etc.),10 leads
to a simple linear relation between the binding free energy
and the difference in ligand-surrounding average potential
energies between the bound and free states, i.e. between the
compound immersed in water and enveloped in the binding
pocket. These average energies are then calculated as
arithmetic mean values from sufficiently long molecular
dynamics (MD) or Monte Carlo runs. With continuously
increasing computational power, the limiting step of free
energy calculations with the LIE method has shifted from
the actual simulations to system preparation and analysis.
Hence, whereas LIE can conveniently handle hundreds of
compounds today, the preparation process needs to be fully
automated to further push this number to the tens or hundreds
of thousands of compounds that will be computationally
feasible in a not too distant future. At this point, our standard
LIE scheme has recently been applied to screen about 1000
commercially available compounds for inhibitory activity
against a potential drug target in tuberculosis, the 1-deoxy-
D-xylulose-5-phosphate reductoisomerase, with promising
results (Carlsson et al., unpublished). An efficient simplified
LIE version based on energy minimization with a continuum
solvent model, rather than explicit water simulations, has
also been devised by Caflisch and co-workers and success-
fully applied for virtual screening on the order of 105

compounds.11,12

One of the major bottlenecks in the preparation process
is the derivation and assignment of partial charges, and
solvation free energies of organic compounds are clearly
affected by this choice.13,14 It is therefore of considerable
interest to automate this process, and, herein, we investigate
the precision and accuracy of several different charge
schemes for use together with the OPLS-AA force field.
These models include rigorous ab initio schemes (Mulliken,15

Natural Population Analysis,16 Atoms in Molecules topologi-
cal analysis,17,18 and ESP methods by Breneman19 and
Merz-Kollman-Singh20) as well as two fast parametrized
methods, one based on semiempirical wave functions
(CM1A21 and its scaled version CM1A*1.14) and one on
the concept of electronegativity equalization (Vcharge22). The
relative performance of the different schemes is evaluated
with respect to ligand binding free energies as given by LIE
and is compared to the standard charge method associated
with the force field, in this case a simple rule based method
of combining OPLS-AA fragments. In addition, the effect
of solvent charge polarization on the ab initio wave functions
is evaluated through the Conductor-like Polarizable Con-
tinuum Model (CPCM).23

Our main goal is thus to investigate whether there are
readily automatized charge schemes that can be used in
conjunction with the OPLS-AA force field for large scale
binding free energy calculations, to eliminate the need for
manual parametrization of new chemical structures or
fragments. To this end, ten HIV-1 reverse transcriptase (RT)
inhibitors were selected from a previous study by Carlsson
et al.,24 such that they span the relative ligand binding free
energy space and provide reliable results from well con-

verged runs with LIE and OPLS-AA. These compounds
consist of a pyridinone ring connected to a benzyl group,
with two side chains differing along the ligand series (see
Table 1).

Methods

The ten RT ligands were selected from a previously
published inhibitor series25 and span 5 orders of magnitude
in terms of experimentally observed IC50-values. The inhibi-
tor-enzyme structures were adopted from earlier work24 and
originate from dockings with GOLD27 that were carried out
on a crystal structure26 of HIV-1 RT in complex with
compound 62 studied here (PDB code: 2BAN). MD simula-
tions were conducted with the Q software package28 in an
18 Å sphere centered on the inhibitor, using the OPLS-AA
force field.29 The three docked conformations with the
highest ranking for each ligand were extracted and solvated
with TIP3P waters.30 The solvated systems were heated to
310 K in six consecutive steps, while at the same time
releasing positional restraints applied to the heavy atoms of
the enzyme. An equilibration phase of 50 ps was performed
with no positional restrains before entering the collection
phase, which was pursued for 1 ns with a time step of 1 fs.
Since the ligand simulations in the free state converged much
faster, a single simulation of 500 ps was considered to be
sufficient for each ligand, thus yielding a total simulation
time of 3.5 ns for each ligand. Given that there were ten
ligands and that 23 distinct sets of partial charges were
examined for each of them, this added up to a total simulation
time of about 800 ns. During the collection phase ligand-
surrounding energies were collected every 50 fs. The internal
geometries of all solvent molecules were constrained with
the SHAKE algorithm,31 and the SCAAS model28,32 was
applied to solvent molecules close to the border to model
the density and dipole angular distribution of bulk water.
The nonbonded cutoff was set to 10 Å for all atoms inside
the sphere, except for ligand atoms for which all nonbonded

Table 1. HIV-1 Reverse Transcriptase Inhibitors Used in
This Worka

R1 R2 R3 IC50

39 CH3 C3H7 3,5-diCH3 0.016
40 CH3 CH(CH3)CH2OCH3 3,5-diCH3 0.006
41 CH3 (CH2)3SCH3 3,5-diCH3 0.025
46 H COC3H7 3,5-diCH3 100
49 H C4H9 3,5-diCH3 0.126
52 H CH2C6H5 3,5-diCH3 0.251
60 CH3 (CH2)3OH 3-CH3 0.003
62 CH3 (CH2)2OCH3 3-CH3 0.001
65 CH3 (CH2)2CN 3-CH3 0.016
68 H NH-CS-NHC6H5 3-CH3 3.162

a Their experimental IC50 values (µM) as well as their naming
have been adopted from ref 25.
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interactions were explicitly calculated. Long-range electro-
static interactions were treated with the local reaction field
multipole expansion approximation,33 whereas atoms outside
the simulation sphere, which only interacted through bonded
terms, were subjected to strong positional restraints.

Linear Interaction Energy. In the LIE method, the
binding free energy is estimated in analogy with solvation
energies as the free energy of transfer between water and
protein environments. Simulations are carried out for the
ligand in water and in the solvated protein, and the Gibbs
free energy of binding is calculated from the ligand-
surrounding (l-s) electrostatic (el) and van der Waals (VdW)
interaction energies through the LIE equation

∆Gbind
LIE )R∆〈Ul-s

VdW〉 + �∆〈Ul-s
el 〉 + γ (1)

where the ∆’s refer to differences in protein and water
simulations. While the �∆〈Ul-s

el 〉 term represents the polar
contribution to the binding free energy and is based on a
linear response approximation, R∆〈Ul-s

VdW〉 + γ represents the
nonpolar binding contributions. The latter term can be
derived from the observation that both nonpolar solvation
energies in different solvents and ligand-surrounding van der
Waals interactions tend to scale linearly with solute size
measures, such as molecular surface area or the number of
heavy atoms in the ligand.7,10 This leads to the following
type of relationship between ∆〈Ul-s

VdW〉 and the change in
nonpolar solvation free energy, ∆∆Gsol

np , between protein and
water environments

∆∆Gsol
np ) aσ+ b

∆〈Ul-s
VdW〉 ) cσ+ d

w∆∆Gsol
np ) a

c
(∆〈Ul-s

VdW〉 - d)+ b)R∆〈Ul-s
VdW〉 + γ (2)

where σ is a size measure, and a, b, c, and d are empirically
derived parameters. From eq 2, the contributions from
nonpolar solvation to R and γ in eq 1 can in principle be
identified as a/c and b-ad/c, respectively. Since our standard
parametrization of LIE was performed using experimental
binding free energies, the obtained value of R ) 0.18 takes
all size dependent contributions to binding into account, such
as the hydrophobic effect and relative translational and

rotational entropies as well as van der Waals interactions.
The constant offset γ has been shown to correlate with the
hydrophobicity of the binding site pocket5 and is thus
generally protein specific but is freely optimized here for
each charge set since only relative binding free energies can
be extracted from the present experimental data.24

In our standard version of the LIE method, the ligand-
surrounding electrostatic energies in both the protein and
water simulations are scaled by the same factor, which
asssumes that the electrostatic response of the protein binding
site is similar to that of water. The value of the � coefficient
can be derived from linear response approximation, which
predicts that � ) 0.5.34 However, based on rigorous FEP
calculations in different solvents carried out by Åqvist and
Hansson34 (see also ref 5), the � value used for a ligand in
the standard parametrization of the LIE method, �FEP, is
determined by its chemical groups. For the inhibitors studied
here �FEP is equal to 0.43 in all cases except for compound
60 (for which �FEP)0.37).35 Since the point of this study is
to examine the impact of charge variation on the LIE method,
and the R- and �-values have been shown5 to provide
consistent results even with different force fields (Amber95,
Gromos87, and OPLS-AA), this standard model with R )
0.18 was adopted, and γ was optimized for every charge
set.

Partial Charges. Since partial atomic charges are not
quantum mechanical observables and therefore cannot be
measured by experiment, there is no unambiguous way of
assigning them. In this study a few acknowledged methods
have been chosen which will be briefly outlined below.

In the ab initio Mulliken population analysis,15 the total
molecular wave function is subdivided into net atomic and
overlap populations, where the overlap populations are evenly
distributed between the atoms. The Mulliken population of
an atom A is thus given by the diagonal sum nA ) ∑µ∈A(PS)µµ

where P and S denote the density and overlap matrix,
respectively. The partial charge is then simply the difference
between the atomic population and the nuclear charge.
Although simple and straightforward, this scheme is overly
basis set dependent, especially when compared to actual
differences in the wave function.36

In contrast, the Natural Population Analysis (NPA) by
Weinhold et al.16 transforms the generally nonorthogonal
basis set into an orthonormal basis of atomic orbitals by using
occupancy-weighted symmetry orthogonalization. This is an
eigen decomposition akin to the Löwdin transformation37

but on atomic angular symmetry blocks in the density matrix
and is weighted by orbital occupancy. To describe the atomic
state in a molecule, the Rydberg states (i.e., the unoccupied
orbitals in the free ground-state atom) are allowed to become

Figure 1. Example of the OPLS-AA fragment based charge
model, where a benzene and a methyl group are merged to
form a toluene. The partial charges of all atom types in each
molecular species are displayed under the corresponding
molecule. The ambiguities that arise when the two groups are
merged are dealt with by adjusting the charge of the aliphatic
carbon (C2) in the toluene molecule.

Figure 2. Chemical structure formula for compound 62.
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weakly populated. The populations are then given by the
eigenvalues in this decomposition.

In Atoms in Molecules theory (AIM) by Bader17,18 the
nuclei of the molecule are attractors of the gradient density
field, and an atom is consequently defined as being the basin

containing all the gradient trajectories terminating in its
nucleus. Integrating the density over this basin then gives
the atomic populations.

In lieu of populations, one may fit monopole charges to
the overall molecular electrostatic potential (ESP). Originally

Figure 3. Calculated ab initio partial charges for compound 62 from Mulliken, Merz-Kollman-Singh, CHELPG, and Natural Population
Analysis, compared to the OPLS-AA fragment charges. Charges derived from the most accurate description of the wave function, i.e.
B3LYP/6-311+G(d,p) are shown in colored bars, except for the Mulliken charges where instead the B3LYP/6-31G(d,p) level is
shown. The span between the maximum and minimum charges for the different basis sets, i.e. 6-31G(d,p), 6-31+G(d,p), 6-311G(d,p),
and 6-311+G(d,p), are given by the error bars. The atomic numbering corresponds to that shown in Figure 2.
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introduced by Momany38 and Cox and Williams,39 these
methods are based on the total density, which is a quantum
mechanical observable, and will thus provide experimentally
verifiable dipole and higher order multipole moments. In the
Merz-Kollman-Singh (MK) variant, the potential is evalu-
ated at points placed on the Connolly surface of the
molecule40,41 onto which the charges are fitted in a least-
squares manner, with a total integer charge constraint by the
method of Lagrange multipliers.20,42 The Charges from
Electrostatic Potentials scheme (CHELP) by Chirlian and

Francl43 is similar but with the points placed in concentric,
symmetric, and nearly spherical shells about the atoms.
Breneman and Wiberg19 suggested that the potential instead
be evaluated in a grid of uniformly spaced points (CHELPG)
to dampen its sensitivity toward conformational changes and
is the variant that is used here.

Being evaluated at some distance (about 1.5-2.0 times
the van der Waals-radii20), the charges of buried atoms (e.g.,
sp3 carbons) have a tendency of being less important for the
quality of the ESP fit than atoms closer to the molecular

Figure 4. Calculated RESP, MK and semiempirical partial charges for compound 62. The MK charges are identical to the ones
in Figure 3 and were added for comparison with RESP. The atomic numbering corresponds to that shown in Figure 2.
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surface. For this reason, Bayly et al.44 suggested that the
charges on enveloped atoms be restrained with penalty
functions to dampen arbitrary fluctuations and to enforce
symmetry invariance, without deteriorating the overall
description of the potential. Termed the Restrained Electro-
static Potential (RESP) method this procedure is used in the
AMBER force field definition.45,46

To reduce the computational effort, Cramer, Truhlar, and
co-workers introduced the Charge Model 1A (CM1A) which
extracts Mulliken populations from NNDO Austin Model 1
(AM1)47 semiempirical wave functions and subsequently
maps them with a multilinear form to reproduce experimen-
tally observed dipole moments.21 These charges have been
successfully used in solvation free energy calculations with
the OPLS-AA force field.13,48,49

Charges can also be inferred from the concept of
electronegativity equalization where the atomic electron
densities are shifted to atoms with higher electronegativity
upon bond formation, thus giving rise to partial charges.
The subsequent increase in atomic radius corresponds to
a lowering in electronegativity which continues until
equilibrium has been reached. Since total equalization will
result in e.g. all atoms in a molecule of the same sort
having identical charges, Gasteiger and Marsili suggested
a partial equalization based on orbital electronegativites50

where the charge transfer is somewhat dampened.51 In the
Vcharge method, which is used here, Gilson et al. instead
adjusted the initial electronegativities based on the proper-
ties of neighboring atoms, valence bond types, and a set
of variables. The variables were parametrized on a set of
compounds to reproduce the ab initio molecular ESP from
the Hartree-Fock/6-31G(d) model chemistry.22 These
methods are computationally cheap and only require the
chemical structure formula of the molecule.

Finally, charges have been derived in analogy with the
OPLS-AA force field definition,29 where e.g. charges of
the toluene molecule is found by maintaining the sym-
metric benzene charges and then adjusting the methyl
carbon charges to maintain the overall charge group
neutrality, as shown in Figure 1. Such charges are
henceforth referred to as the OPLS-AA fragment based
charges. Although charge redistribution between fragments
is not taken into account, these charges are most likely to
remain balanced with the force field parameters of the
water model and the protein.

It may be noted that the Maestro software from Schröd-
inger uses an automated fragment-based method with bond
charge increments52 to estimate junction atom charges.
However, since this method requires optimized parameters
for it to be applicable to the OPLS-AA force field and they
are not publically available, this method will not be covered
in the present work.

The ab initio Mulliken, MK, CHELPG, and NPA charges
were derived from density functional theory (DFT) wave
functions at two levels of theory on structures optimized in
the gas phasesnamely B3LYP/6-31G(d,p)//B3LYP/
6-31(d,p) and B3LYP/6-31G(d,p)//B3LYP/6-311+G(d,p).
That is, using the Becke three parameter hybrid functional53

and the correlation functional of Lee, Yang, and Parr
(B3LYP),54,55 together with Pople’s polarized split valence
and triple split contracted Gaussian basis sets, augmented
with diffuse functions in the latter case.56 Furthermore, to
get an estimate of the basis set dependence of the different
charge schemes, wave functions were formed using the
additional basis sets 6-31+G(d,p) and 6-311G(d,p) for
compound 62, from which populations were derived with
the methods outlined above. Where nothing else is stated
the Gaussian 03 package57 was used for all ab initio
calculations.

The AIM calculations were performed with Bader’s
original AIMPAC source code, using the PROMEGA
algorithm bundled in PROAIMV.58 However, since the
original settings only support molecules of at most 50 atoms,
and the ligands considered herein are somewhat larger, the
MCENT parameter was increased throughout the source code
to allow a maximum of 60 centers instead. The adopted
numerical integration parameters in the PROMEGA algo-
rithm were 64 phi planes, 48 theta planes, and 96 radial points
per integration ray within the Beta sphere. These settings
yielded an underestimation of the atomic basin populations
in the order of 3 to 6 · 10-4 e. To correct for these artificial
positive charges, the overall deviation from neutrality was
divided equally across all basins and were subsequently
subtracted. Although the absolute atomic net charges were
affected by this correction, their relative charge differences
were preserved.

To comply with the recommendations regarding the RESP
calculation scheme,44 Hartree-Fock densities with the
6-31G(d) basis set were also formed from which the MK
ESP was extracted. RESP fitting of these charges were
performed in two steps with the antechamber utility from
the AmberTools distribution,59,60 using the ESP explicit
output Gaussian internal option (IOp) 6/33)2. The ESP
evaluation was set to 6 points per unit area using the IOp
6/42)6.

CM1A charges were calculated with the Amsol software,61

and Gilson charges were obtained with Vcharge62 (VC/2004
parameter set). As mentioned above, partial charges for the
OPLS-AA charge set were assigned in analogy with the force
field, except for the amine substituent of compound 68 where
RESP charges were used.

Charge Polarization. The propensity of a compound to
become polarized when exposed to surroundings can be
gauged by calculating its static polarizability tensor r. This

Table 2. Static Average Polarizabilities and Dipole
Moments in Gaseous and Aqueous Phase for the
Compounds Studied Here, Using Two Levels of Theory

B3LYP/6-31G(d,p) B3LYP/6-311+G(d,p)

R̂ [a0
3] µ(g) [D] µ(aq) [D] ∆µ µ(g) [D] µ(aq) [D] ∆µ

39 243 4.08 5.65 1.57 4.44 6.35 1.91
40 259 3.84 5.26 1.42 4.03 5.65 1.62
41 270 5.97 7.78 1.81 6.32 8.48 2.16
46 244 4.02 5.86 1.84 4.36 6.64 2.28
49 248 3.38 4.84 1.46 3.78 5.68 1.90
52 273 4.23 5.69 1.46 4.68 6.54 1.87
60 234 5.02 6.71 1.69 5.37 7.39 2.02
62 233 4.81 6.71 1.89 5.29 7.65 2.36
65 228 2.26 2.70 0.44 2.40 2.95 0.54
68 294 5.56 8.40 2.84 5.76 9.07 3.31
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tensor as well as higher order hyperpolarizabilities can be
obtained from ab initio calculations where they are identified
with the analytic derivatives of the energy with respect to
the electric field at vanishing field strength.63 Furthermore,
the average polarizability R̂, i.e. the mean of the tensor
diagonal elements, is an invariant that can be inferred from
experiments.64

Solvent induced polarization of the wave function can
be modeled using Self Consistent Reaction Field theory
(SCRF) where the solute molecule is placed in a cavity
submersed in an infinite continuous polarizable medium.
To this end, a conductor-like extension of Tomasi’s
apparent charge Polarizable Continuum Model65,66 (PCM),
similar to the COSMO method by Klamt and Schüürman67,68

and termed Conductor-like PCM23,69 (CPCM), was used
here.

Polarizabilities were extracted from frequency calculations
at the B3LYP/6-31G(d,p) level of theory. Where imaginary
frequencies were detected, or the magnitude of the rotational
low frequencies surpassed ∼10 cm-1, the optimizations were
resubmitted with increased accuracy in the integration grid
(see e.g. ref 70). The pruned UltraFine grid, with its 99 radial
shells and 590 angular points, proved to be sufficient in all
such cases.

CPCM polarization was implemented with the Gaussian
keyword, using the standard permittivity for water and the

default number of tesserae per sphere. Furthermore, the
atomic radii of the United Atom Kohn-Sham topological
model (UAKS) were used in all B3LYP calculations since
these radii have been optimized with respect to DFT using
the parameter free Perdew, Burke, and Ernzerhof functional
(PBE0) at the 6-31G(d) level of theory.57 However, in the
RESP Hartree-Fock calculations the default UA0 radii were
used.

Statistical Measures. The accuracy of the LIE binding
free energy estimates with the different partial charge sets
was measured with the coefficient of determination,
denoted R2. Since the coefficient of determination com-
pares the variance of the predictions with the total variance
in the data, it is commonly used to measure the extent to
which the model explains the observed variance. For these
purposes, however, it is enough to regard R2 as a simple
indication of the goodness-of-fit of the experimental data
to the LIE regression line. Appropriately, the LIE param-
eters that have been optimized here, e.g. the γ parameter
in the LIE standard model, have been done so by least-
squares regression, i.e. by minimizing the SSE with respect
to experimental data.

Apart from gauging the extent of explained variance in
the model, it is also of special interest to measure the degree
of correspondence between the rankings, or the rank cor-

Figure 5. The impact of continuum solvent polarization on ESP charges (Merz-Kollman-Singh and CHELPG) as well as Natural
Population Analysis for compound 62. The histogram shows the number of atoms in this compound that have adjusted their
charge within a certain range when exposed to the continuum solvent (e.g., for NPA, 41 out of 52 atoms have adjusted their
partial charge by less than 10%).

Figure 6. Extremum and average RMSD values across protein equilibration and production runs with the OPLS-AA fragment
based charges are shown in panel A, with the exception of the ligand 52 runs which are shown separately in panel B. The
RMSD scales in these plots have been kept equal for comparison.
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relation,71 between the observed and calculated binding free
energies. A popular way of doing this in virtual high-
throughput screening72 is by computing Spearman’s F value,
given by

F) 1- 6S(d2)

n3 - n
(3)

where n is the number of observations, and S(d2) denotes
the sum of squared differences between the experimental and
calculated ranking for each observation. Spearman’s F will
thus be +1 if there is perfect agreement between the rankings,
-1 if the sets are anticorrelated, and 0 if there is no
agreement at all.

The error of the calculated binding free energy was
estimated with the standard error of the mean (SEM) taken
with respect to the ensemble averages in the protein starting
from the three docking poses of each ligand. Given that the
sample based estimation of the standard deviation is s and
the number of observations is nsin this case threesthe error
then reads

Err[∆Gcalc])R
s[〈Ulig-surr

Vdw 〉prot

√n
+ �

s[〈Ulig-surr
el 〉prot

√n

Here it is assumed that the R and � parameters do not
contribute significantly to the uncertainty of the estimation
when the LIE standard model is used.

Furthermore, leave-one-out cross-validated R2, commonly
referred to as QLOO

2 , has been used as a quantitative method
to assess the predictive ability of the different LIE models
and charge sets presented here. The definition of QLOO

2 is
similar to that of R2, namely

QLOO
2 ) 1-

∑
i

(∆Gi
obs -∆Gi

calc)2

∑
i

(∆Gi
obs -∆G)2

(4)

The difference is that the binding energy of the ith ligand
is estimated with a regression model on a data set where
that particular compound was left out. If the model is
dependent on the data points from which it was derived,
this will have an impact on the QLOO

2 value. Following
common practice, charge sets that fall short of producing
a QLOO

2 g 0.5 will be ruled out. Although external
validation is the most reliable method to assess predict-
ability,73 internal validation is deemed quite adequate for
these purposes. However, Q2 can give a slight underes-
timation of the true predictive error when applied to small
data sets.74

Structural Stability and Convergence. The structural
stability of the ligand-protein complexes was estimated with
the root-mean-square deviation (RMSD), given as

RMSD([uF1...u
F

n], [Vb1...Vbn]))�1
n∑i)1

n

(uFi - VFi)
2 (5)

In this case the RMSD was taken with respect to the heavy
atom position vectors of the ligand structures, which were
kept unfitted since the ligands are more or less held in
position by the protein. By this choice rotation and translation
are expected to have a significant impact on the computed
values.

Before considering the impact of varying charges, the
structural stability of the OPLS-AA fragment based charge
runs was measured with respect to the starting structures,
[xb(0)1...n]i

j, of ligand i and pose j, hence RMSD(t)-
([xb(0)1...n]i

j,[xb(t)1...n]i
j). Then the charge model (CM) stability

was measured by forming production phase average
structures, 〈CM〉 , and computing their RMSD with respect
to OPLS-AA. That is, for the nth charge model this reads
RMSD(〈OPLSAA〉 i

j,〈CMn〉 i
j), for ligand i and pose j. The

former comparison is meant to gauge the overall stability
of the system per se, whereas the latter reflects the impact
of charge variation on the structures.

Since the RMSD values were extracted from 690 MD
runs, a few operations were defined to simplify the
presentation of this data. For the initial OPLS-AA stability,
extremum and average RMSD values across all ligands
and poses as a function of time are presented. When
comparing charge models with the OPLS-AA average
structures, the RMSD values were summed over the poses,
that is ∑jRMSD(〈OPLSAA〉 i

j,〈CMn〉 i
j).

Results and Discussion

To begin with, the actual differences in charge between the
models will be investigated for a representative compound
from the ligand set. Then the calculated polarizabilites and
their impact on the calculated effective dipole moments, i.e.
when subjected to implicit solvent, are presented. After this,
the charge sets are culled, first with respect to the precision,
as given by the convergence of the MD ensemble averages,

Figure 7. HIV-1 RT (green) in complex with compound 62
(yellow). The structure is a docking solution used as a starting
structure in MD simulations. The figure shows the close
proximity of Lys103 (blue) to the carbonyl oxygen of the
pyridinone.
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and then on the accuracy in their binding free energy
estimates. Finally, the reliability of these results is examined
through statistical internal validation.

Comparing Charges. To get an overview of how partial
charges actually differ between the charge models, ligand
62 (see Figure 2) was chosen as a representative compound,
and the derived ab initio charges of its first row atoms and
the polar N-H hydrogen are displayed in Figure 3. To begin
with, charge dependence on level of the model chemistry
was gauged by performing DFT calculations with a range
of basis sets, namely 6-31G(d,p) and 6-311G(d,p) with and
without the addition of diffuse functions. Charges derived
from the highest level of theory are displayed in Figure 3,
with the exception of the Mulliken charges where instead
the low level is shown, as well as the span between the
charge assignments which is shown in the error bars. As
expected, the sensitivity toward the choice of basis set is
most apparent for the Mulliken charges, where for instance
the C3 atom of the pyridinone ring (defined in Figure 2)
ranges from being neutral to highly negative (∼-1.5 e) when
adding diffuse functions. This is presumably due to the
considerable overlap populations. In contrast, the NPA and
the ESP charges are significantly more stable in this respect.

Apart from basis set impact, charge assignment from the
different methods is seen to vary throughout, which is only
natural considering that the atomic partial charges are not
quantum mechanical observables and thus cannot be directly
measured by experiment. Any charge assignment will
therefore be more or less arbitrary. In particular, substituent
atoms that link functional groups together seem to be difficult
to assign by any method, e.g. C51, C7′, the tertiary N1′′ ,
and its neighbors. However, there are a few cases where there
is a remarkable agreement between all the methods, such as
the ether O4′′ and the pyridinone polar H1 atoms. Also, it is
reassuring to see an overall similarity between the ESP
charges from the MK and CHELPG schemes. Moreover,
charge redistribution seems to be causing the most pro-
nounced overall difference between the OPLS-AA fragment
based charges and the ab initio sets. For instance, the
aromatic C1′-C6′ atoms are seen to be in fair agreement
except where the aliphatic substituents are bound, i.e. C1′
and C3′. This can also be seen in the pyridinone ring C3
and C4 atoms.

In order to compare the CM1A and Vcharge sets with
OPLS-AA and ab initio charges, they are plotted along with
the MK ESP charges in Figure 4. Also included in this plot
are the RESP fitted charges, which were extracted from the
Hartree-Fock ESP using the 6-31G(d) basis set, rather than
the high level DFT wave functions. In spite of these
differences, the RESP charges are seen to be very similar to
the MK set.

The overall picture that emerges in this figure is just about
the same as in Figure 3. The charge redistribution that is
disregarded in the fragment based method is indeed captured
by the emipirical models, where CM1A seems to lie closest
to the OPLS-AA charges. The overall RMSD between the
CM1A and Vcharge set is 0.09 e, the largest difference being
the pyridinone nitrogen where CM1A is substantially more
polarized. There are a few cases where they deviate from

OPLS-AA, e.g. the amine N1′′ and C′7, but the impression
is that they are more consistent with the force field than the
MK and RESP charges.

Polarizability and Solvent Effects. The charges that
were discussed in the previous section were all derived
in Vacuo. However, drug binding and hydration pertain
to polar surroundings that can have a significant impact
on the overall electrostatic properties of the compound
due to polarization. For this reason, it seems useful to
estimate the importance of charge polarization for these
compounds, either by including an environment in the
calculation or by studying their intrinsic static average
polarizability in vacuum. In the latter case, a significant
polarizability indicates that the charges may vary as the
ligand is subjected to different surroundings. The polar-
izability of the wave function was thus calculated and
compared with the change in dipole moment as the
compounds are subjected to the implicit solvation model.
As expected, the presence of aromatic groups results in
significant polarizabilities ranging from about 200 to 300
a0

3 (see Table 2), which may be compared with the
polarizability of, for instance, water which is 10.13 a0

3

(∆calc-exp ) -4.78 a0
3), methane 16.52 (∆calc-exp ) -3.84)

a0
3, and ammonia 14.19 (∆calc-exp ) -5.61) a0

3, with the
model chemistry used here (values from ref 75), where
a0 is the Bohr radius. This is in turn reflected in the
significant increase of the dipole moment, by up to 3 D,
when exposed to the implicit solvent model (see Table
2).

It seems rather clear that the impact of the solvent on the
total charge distribution, as represented by the dipole
moments, should also appear as changes in the partial
charges. Indeed, plotting the distributions of the relative
changes in atomic charge when compound 62 is exposed to
solvent shows that they change by 10% or more due to
polarization when ESP methods are used (see Figure 5). In
contrast, polarization does not seem to affect NPA charges
as much, where only four atoms change by more than 10%.
This difference can perhaps be understood by considering
that the ESP is directly based on the overall charge
distribution. The increase in the dipole moments and its
impact on the partial charges substantiates the typical choice
of using charges derived from the HF/6-31G(d) level of
theory,44 which usually overestimates the dipole moment of
the molecule to an extent that roughly corresponds to its
effective value in aqueous solution. However, it should be
noted that this effect does not seem to be as pronounced for
the B3LYP model chemistries that are used here.75 Charge
polarization is also the motivation behind linear scaling of
charges present in the OPLS/CM1A force field,48 i.e. where
the CM1A charges are multiplied by a factor of 1.14 to
enhance solvation free energy estimates. This linear scaling
has also been included in this study.

Stability and Convergence. As outlined in the Methods
section, the binding free energy estimates in the LIE method
are calculated from ensemble averages of the ligand-
surrounding interaction energies, which are extracted from
molecular dynamics trajectories. Every ligand is simulated
from three different docking poses for every charge set, and
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since these poses were selected from the same binding mode
the resulting energies are given as the mean from the three
simulations. It should be noted that in cases where poses
cannot interchange during the course of the simulation it
would be hard to justify that they are in thermal equilibrium
and so the averages would have to be Boltzmann weighted.

It is important that the MD runs have converged structur-
ally and energetically, both within one and the same run and
between simulations with different docking poses, since this
will determine the precision in the binding free energy
estimates. Structurally, the simulations are stable with low
RMSD of the ligands and only minor fluctuations in the
protein. Specifically, in the reference OPLS-AA charge
simulations the maximum unfitted RMSD among the ten
inhibitors and their three poses is largest for compound 52,
namely 3.1 Å, whereas it does not exceed 2.3 Å for the other
ligands. However, the largest contribution to this value occurs
during equilibration, after which the ligands have settled into
a position on average differing by 1.9 Å for compound 52
and 1.2 Å for the rest (Figure 6). After this initial displace-
ment the fluctuations about their equilibrated positions are
quite small. Such small variations are expected since the
inhibitors are rigid and bind to a well-defined allosteric
pocket. The main structural fluctuation, occurring only in a
few cases, is found in the side chain of Lys103, which is
located close to the carbonyl group of the pyridinone ring
in the docked starting position (Figure 7) as well as in the

crystal structure.26 In cases where this lysine leaves the
carboxyl group and starts to interact with the solvent, the
electrostatic ligand-surrounding energies are substantially
decreased, which results in an increase in the predicted
binding free energy.

Turning to the energies, convergence within runs is easily
examined and is seen to be satisfactory in all cases. However,
convergence between docking poses requires some additional
figure of measure. To this end, the standard deviation of the
protein-ligand electrostatic interaction energy between
triplicates has been adopted, since it is the electrostatic energy
that gives the largest contribution to the error and is mostly
affected upon exchange of partial charges. Indeed, the van
der Waals interaction energies were seen to be fairly constant
throughout the simulations. As shown in Figure 8, the
cumulative standard deviations of the ligand-protein elec-
trostatic interaction energies span an order of magnitude,
where CM1A and the standard OPLS-AA charge sets give
the most converged estimations. Interestingly, CM1A charges
are seen to give better convergence in this respect than the
OPLS-AA fragment based method. On the other hand, charge
polarization either by linear scaling or continuum solvent
consistently increases the binding free energy error. As
expected, Mulliken populations with diffuse basis sets stand
out as a terrible choice by this measure.

At this point it is important to remember that precision
by itself has little or no merit if the accuracy of the

Figure 8. Standard deviations of the triplicate 〈Ul-s
el 〉 protein-ligand electrostatic energies for each ligand, accumulated for each

charge set.
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predictions is disregarded. For instance, with the present
figure of measure one would obtain a very high precision
by neutralizing all the charges but at a cost of severely
reducing the accuracy of the predictions. Conversely, if there
are models here that give highly accurate predictions but with
a very low precision, they will be hard to distinguish from
random noisesespecially on such a limited number of
observations. For this reason, it is argued that both precision
and accuracy are of moment here, and charge sets with an
accumulated standard deviation in ligand-surrounding elec-
trostatic energies that exceeds 20 kcal/mol are therefore
discarded henceforth.

Since there are considerable variations in the electrostatic
ligand-surronding energies, one may question whether this
is reflected in the structural stability of the bound complex.
As judged by the ∑jRMSD(〈OPLSAA〉 i

j,〈CMn〉 i
j) values shown

in Figures 9 and 10 however, the structures seem not to be
greatly affected by the choice of charges, except for the
aforementioned rather extreme Mulliken populations. One
may also note that the CHELPG/6-31G(d,p) model, with a
rather large accumulated RMSD in Figure 9, still is among
the most precise models with respect to ligand-surrounding
electrostatic energies in Figure 8. Hence, the precision in
the binding free energy estimation does not appear very
sensitive to minor structural rearrangements of the ligand-
protein complexes. Furthermore, from Figure 10 it seems
that the structural variations are inherent to the ligand rather
than the charge model. Indeed, plotting the most aberrant
average structure in this respect, namely compound 68 with
the Mulliken/6-311+G(d,p) charge set, together with the
OPLS-AA average structure and its corresponding initial

docking pose, reveals that the significant unfitted RMSD in
this case is due to translation and rotation of the ligand and
not a change in the actual binding mode (see Figure 11).

Relative Binding Free Energies. After optimization of
the constant offset parameter γ in the LIE standard model,
the accuracy of the calculated relative binding free energies
from the different charge sets was estimated through the
coefficient of determination (R2), Spearman’s coefficient of
rank correlation (F), and the mean unsigned error (〈 |Err|〉)
with respect to experimental data. The results are given in
descending order of accuracy with respect to R2 in Table 3
together with the rms difference in charge from the OPLS-
AA fragment method. CaVeat lectorsas already mentioned
the compounds were selected from our previous study24 to
give accurate binding free energies and to be well behaved
during simulations with the OPLS-AA force field. However,
since the R2 for all the compounds in the original study was
0.70 and the ten compounds selected here score better than
average with an R2 of 0.90 (see Figure 12A), there is a slight
statistical bias toward these charges. In the same way, the
unsigned average error was 0.80 kcal/mol in the original data
set, whereas it is 0.49 kcal/mol for this subset. This is not a
major concern however, since our aim is rather to compare
the remainder of the methods with respect to each other than
with respect to the fragment based method. The performance
of this method in binding free energy calculations is already
known (see for instance the original data set24).

Bearing this in mind, MK ESP charges from the B3LYP/
6-311+G(d,p) model chemistry emerge with the highest
recorded accuracy with respect to R2, shown in Figure 12B,

Figure 9. RMSD values between average structures of the OPLS-AA and the different charge model simulations summed over
poses, that is ∑jRMSD(〈OPLSAA〉 i

j,〈CMn〉 i
j), accumulated for each charge model.
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closely followed by CM1A and Vcharge in Figure 12C,D.
However, taking the mean unsigned error into account the
ESP method is superseded by CM1A, which is mainly due
to the outlying compound 46 whose squared residual inflicts
a heavy penalty on the coefficient of determination, as can
be seen in Figure 13. From Figure 12 it seems fairly clear
that the two bad binders 46 and 68, whose experimental
affinities are well separated from the rest, remain distin-

guished from the cluster of good binders for all these charge
sets. However, Spearman‘s coefficient of rank correlation
given in Table 3 seems to capture the apparent lack of
agreement within the cluster of good binders for the MK/
6-311+G(d,p) and CHELPG/6-31G(d,p) charges, giving
a relatively low F of 0.53 and 0.51, respectively. This can
be contrasted with the CM1A ranking where F is 0.76,
followed by CM1A*1.14 and the RESP charges with a F of
0.70. Hence, the rather low values of R2 and Q2 for the latter
two methods seem not to be reflected in the ranking of the
compounds.

As judged from their relative contribution to the SSE in
Figure 13, it appears that the compounds 46 and 62 are the
hardest to predict with LIE regardless of charge model,

Figure 10. RMSD values between average structures of the OPLS-AA and the different charge model simulations summed
over poses, that is ∑jRMSD(〈OPLSAA〉 i

j,〈CMn〉 i
j), accumulated for each ligand.

Figure 11. The docked pose for compound 68 in green,
superpositioned with the corresponding OPLS-AA and Mul-
liken/6-311+G(d,p) average structures in blue and yellow,
respectively. The Mulliken average structure is the most
disparate with respect to OPLS-AA in terms of RMSD.

Table 3. Charge Deviations with Respect to the OPLS-AA
Charges As Well As the Mean Unsigned Error, R2, Q2, and
Spearman’s F from Binding Free Energy Calculations for
the Different Charge Setsa

charge
RMSDb 〈 |Err|〉c R2 Q2 F γ

OPLS-AA N/A 0.49 0.90 0.88 0.96 -10.03
MK 6-311+G(d,p) 0.24 0.95 0.71 0.64 0.53 -8.97
CM1A 0.09 0.87 0.66 0.58 0.76 -10.35
Vcharge 0.09 1.09 0.64 0.56 0.61 -8.18
MK/6-31G(d,p) 0.20 1.11 0.61 0.52 0.67 -8.04
CHELPG/6-31G(d,p) 0.15 1.15 0.59 0.50 0.51 -7.48
Mulliken/6-31G(d,p) 0.14 1.20 0.53 0.42 0.61 -7.65
CM1A*1.14 0.10 1.34 0.40 0.26 0.70 -13.05
CHELPG/6-311+G(d,p) 0.18 1.41 0.36 0.21 0.35 -7.89
RESP/MK/HF 6-31G(d) 0.18 1.36 0.28 0.12 0.70 -8.93
MK/6-31G(d,p)/CPCM 0.21 1.56 -0.11 -0.37 0.67 -10.59
CHELPG/6-31G(d,p)/

CPCM
0.16 1.90 -0.29 -0.59 0.44 -9.14

a The methods are presented in descending order with respect
to R2. b Given in [e]. c Given in [kcal/mol].
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whereas 52 and 68 have relatively inaccurate predictions with
the ESP and Vcharge methods but not with CM1A and
OPLS-AA. Ligands 52 and 68 have a benzyl group in the
R3 moiety in common, but the most striking differences in
actual charge are rather found in the nonvariable part of the
compounds.

Turning to the predictive ability, the six most accurate
charge sets in Table 3 also have a Q2 g 0.5 within the LIE
standard model, which is considered acceptable for these
purposes. Although leave-many-out cross-validation will
generally provide a better measure of this, the two afore-
mentioned bad binders would inflict a heavier penalty than
warranted if two or more compounds were excluded in this
process.

Interestingly, whereas CM1A and Vcharge produce sets
that are relatively close to the OPLS-AA charges, as judged
by the low charge rms of 0.09 e in Table 3, the MK ESP

charges are seen to differ with as much as 0.24 e. This could
be compared with the least accurate scheme with respect to
R2 and the mean unsigned error given in this table, CHELPG
from the solvent polarized B3LYP/6-31G(d,p) wave func-
tion, that has a significantly lower rms of 0.16 e but is seen
to produce rather poor predictions. For this reason, the
relative success of the MK ESP charges indicates that partial
charges can still perform well with the LIE method even
when they are dissimilar from the fragment based method
charges, which are in turn derived to lie as close to the force
field definition as possible. In contrast, the accuracy of CM1A
and Vcharge presumably follows from their relative similarity
with these charges.

Introducing solvent polarization, either by linear scaling
or a continuum model, generally has a negative effect on
accuracy both for the ab initio ESP schemes and CM1A. It
is conceivable that these polarization models actually amplify

Figure 12. Calculated versus experimentally observed binding free energies for the highest ranked charge models in this survey.
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errors in the charge assignment, such as the neglect of protein
induced polarization. If this is the case, it is conceivable that
ligand polarization by e.g. QM/MM methods76 would
provide better charge descriptions in this respect.

The fact that relatively minor changes in the rms charge
when performing CM1A*1.14 linear scaling has a signifi-
cantly negative impact on estimation accuracy may be
somewhat unexpected, especially since it has been shown
to give excellent hydration free energy estimates,13,14 but
highlights the difference between solvation and binding free
energies.

Taken together with the apparent success of ESP
methods and simpler schemes adjusted to reproduce the
overall electrostatic potential of the compounds, it appears
that the LIE method is more sensitive toward observable
changes in the electrostatic properties of the system than
variations of the nonobservable and somewhat arbitrary
partial charges of the constituent atoms. This suggests that
these results should be readily transferrable to other protein
systems and ligand classes as well. Furthermore, this could
also be the reason why RESP fitting from the HF/
6-31G(d) wave function is seen not to give nearly as
precise predictions as the plain MK scheme applied to
the higher level DFT density, although their charges are
seen to be very similar (cf. Figure 4).

Conclusions

After having taken measures of precision, accuracy, and
internal statistical validation into account, the Merz-Kollman-
Singh, CM1A, Vcharge, and CHELPG schemes are seen to
provide ligand partial charges that perform well in binding
free energy calculations with LIE. Among these, CM1A and
Vcharge are also both computationally cheap and easily
automated. Since CM1A has the additional advantage of
providing a good ranking correlation with respect to experi-
ment, this method emerges as an attractive choice for high-
throughput LIE with the OPLS-AA force field. In view of

the close relationship between LIE and free energy perturba-
tion/thermodynamic integration simulations, one would
expect that the results obtained herein also should apply to
those methods.
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(7) Almlöf, M.; Andér, M.; Åqvist, J. Biochemistry 2007, 46,
200–209.

(8) Andér, M.; Luzhkov, V. B.; Åqvist, J. Biophys. J. 2008, 94,
820–831.

(9) Bortolato, A.; Moro, S. J. Chem. Inf. Model. 2007, 47, 572–
582.

(10) Carlsson, J.; Åqvist, J. Phys. Chem. Chem. Phys. 2006, 8,
5385–5395.

(11) Huang, D. Z.; Luthi, U.; Kolb, P.; Cecchini, M.; Barberis,
A.; Caflisch, A. J. Am. Chem. Soc. 2006, 128, 5436–5443.

Figure 13. The contribution from each ligand to the sum of squared errors (SSE) with respect to experimental and calculated
binding free energies for the highest ranked charge models.

Charges for Linear Interaction Energy Simulations J. Chem. Theory Comput., Vol. 5, No. 2, 2009 393



(12) Kolb, P.; Huang, D.; Dey, F.; Caflisch, A. J. Med. Chem.
2008, 51, 1179–1188.

(13) Udier-Blagovic, M.; De Tirado, P. M.; Pearlman, S. A.;
Jorgensen, W. L. J. Comput. Chem. 2004, 25, 1322–1332.

(14) Mobley, D. L.; Dumont, E.; Chodera, J. D.; Dill, K. A. J.
Phys. Chem. B 2007, 111, 2242–2254.

(15) Mulliken, R. S. J. Chem. Phys. 1955, 23, 1833–1840.

(16) Reed, A. E.; Weinstock, R. B.; Weinhold, F. J. Chem. Phys.
1985, 83, 735–746.

(17) Bieglerkonig, F. W.; Bader, R. F. W.; Tang, T. H. J. Comput.
Chem. 1982, 3, 317–328.

(18) Bieglerkonig, F. W.; Nguyendang, T. T.; Tal, Y.; Bader,
R. F. W.; Duke, A. J. J. Phys. B: At., Mol. Opt. Phys. 1981,
14, 2739–2751.

(19) Breneman, C. M.; Wiberg, K. B. J. Comput. Chem. 1990,
11, 361–373.

(20) Singh, U. C.; Kollman, P. A. J. Comput. Chem. 1984, 5,
129–145.

(21) Storer, J. W.; Giesen, D. J.; Cramer, C. J.; Truhlar, D. G.
J. Comput.-Aided Mol. Des. 1995, 9, 87–110.

(22) Gilson, M. K.; Gilson, H. S. R.; Potter, M. J. J. Chem. Inf.
Comput. Sci. 2003, 43, 1982–1997.

(23) Barone, V.; Cossi, M. J. Phys. Chem. A 1998, 102, 1995–
2001.

(24) Carlsson, J.; Boukharta, L.; Åqvist, J. J. Med. Chem. 2008,
51, 2648–2656.

(25) Benjahad, A.; Croisy, M.; Monneret, C.; Bisagni, E.; Mabire,
D.; Coupa, S.; Poncelet, A.; Csoka, I.; Guillemont, J.; Meyer,
C.; Andries, K.; Pauwels, R.; de Bethune, M. P.; Himmel,
D. M.; Das, K.; Arnold, E.; Nguyen, C. H.; Grierson, D. S.
J. Med. Chem. 2005, 48, 1948–1964.

(26) Himmel, D. M.; Das, K.; Clark, A. D.; Hughes, S. H.;
Benjahad, A.; Oumouch, S.; Guillemont, J.; Coupa, S.;
Poncelet, A.; Csoka, I.; Meyer, C.; Andries, K.; Nguyen, C. H.;
Grierson, D. S.; Arnold, E. J. Med. Chem. 2005, 48, 7582.

(27) Jones, G.; Willett, P.; Glen, R. C.; Leach, A. R.; Taylor, R.
J. Mol. Biol. 1997, 267, 727–748.

(28) Marelius, J.; Kolmodin, K.; Feierberg, I.; Åqvist, J. J. Mol.
Graphics Modell. 1998, 16, 213–225.

(29) Jorgensen, W. L.; Maxwell, D. S.; TiradoRives, J. J. Am.
Chem. Soc. 1996, 118, 11225–11236.

(30) Jorgensen, W.; Chandrasekhar, J.; Madura, J.; Rw, I.; Klein,
M. J. Chem. Phys. 1983, 79, 926–935.

(31) Ryckaert, J. P.; Ciccotti, G.; Berendsen, H. J. C. J. Comput.
Phys. 1977, 23, 327–341.

(32) King, G.; Warshel, A. J. Chem. Phys. 1989, 91, 3647–3661.

(33) Lee, F. S.; Warshel, A. J. Chem. Phys. 1992, 97, 3100–3107.

(34) Åqvist, J.; Hansson, T. J. Phys. Chem. 1996, 100, 9512–
9521.

(35) Hansson, T.; Marelius, J.; Åqvist, J. J. Comput.-Aided Mol.
Des. 1998, 12, 27–35.

(36) Luthi, H. P.; Ammeter, J. H.; Almlof, J.; Faegri, K. J. Chem.
Phys. 1982, 77, 2002–2009.
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Abstract: Combined quantum mechanics/molecular mechanics (QM/MM) methods allow
computations on chemical events in large molecular systems. Here, we have tested the suitability
of the standard CHARMM27 forcefield Lennard-Jones van der Waals (vdW) parameters for
the treatment of nucleic acid bases in QM/MM calculations at the B3LYP/6-311+G(d,p)-
CHARMM27 level. Alternative parameters were also tested by comparing the QM/MM hydrogen
bond lengths and interaction energies with full QM [B3LYP/6-311+G(d,p)] results. The
optimization of vdW parameters for nucleic acid bases is challenging because of the likelihood
of multiple hydrogen bonds between the nucleic acid base and a water molecule. Two sets of
optimized atomic vdW parameters for polar hydrogen, carbonyl carbon, and aromatic nitrogen
atoms for nucleic acid bases are reported: base-dependent and base-independent. The results
indicate that, for QM/MM investigations of nucleic acids, the standard forcefield vdW parameters
may not be appropriate for atoms treated by QM. QM/MM interaction energies calculated with
standard CHARMM27 parameters are found to be too large, by around 3 kcal/mol. This is
because of overestimation of electrostatic interactions. Interaction energies closer to the full
QM results are found using the optimized vdW parameters developed here. The optimized vdW
parameters [developed by reference to B3LYP/6-311+G(d,p) results] were also tested at the
B3LYP/6-31G(d) QM/MM level and were found to be transferable to the lower level. The
optimized parameters also model the interaction energies of charged nucleic acid bases and
deprotonation energies reasonably well.

Introduction

Computational studies of chemical reactions in condensed
phases ideally require a method that describes electronic
changes in the region of interest. Current quantum mechani-
cal (QM)-molecular electronic structure approaches can
provide such descriptions, but the relatively high cost of these

methods limits the size of the systems that can be treated.1

However, when for example enzyme-catalyzed reactions are
studied, inclusion of the surrounding enzyme and water
molecules can be crucial for the reliable treatment of the
reaction energetics.2 This, however, increases the size of the
system significantly, making calculations too computationally
expensive for pure QM methods. To investigate the effects
of the environment on chemical events, an implicit or explicit
representation of the environment is needed. For biological
systems, combined QM and molecular mechanical (MM)
methods are increasingly popular and important.3-9 QM/
MM methods enable computations on complex chemical
events in large systems, by dividing the system into a
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quantum region and molecular mechanics region. QM/MM
methods are well suited for studying enzyme-catalyzed
reactions, which take place in a solvent and biomolecular
(e.g., protein, nucleic acids, carbohydrates, or lipids) environ-
ment, involving thousands of atoms.3,6,7

The total Hamiltonian for the molecular system under
consideration in the QM/MM framework can be written as:

H)HQM+HQM/MM+HMM (1)

where HQM and HMM are the normal QM and MM Hamil-
tonians that correspond to the atoms in the QM and MM
regions, respectively. In eq 1 the QM/MM coupling term,
HQM/MM, typically contains terms for the electrostatic, van
der Waals (vdW), and bonded interactions (eq 2).10-12

HQM⁄MM)HQM⁄MM(vdW)+HQM⁄MM(elec)+HQM⁄MM(bonded) (2)

The HQM/MM(bonded) term is required only where the
partitioning into the QM and MM regions breaks covalent
bonds. For such partitioning, the molecular mechanical
bonding term is usually retained for interactions between
covalently bonded QM and MM atoms, at the QM/MM
boundary. The valency of the QM region is satisfied with
the addition of link atoms10-14 or by frozen orbital6,15 or
generalized hybrid orbital17-21 approaches.

Several different methods have been used to describe the
electrostatic interactions between the QM and MM regions,
of which a so-called ‘electrostatic embedding’ scheme is the
most common. In this model, interactions with the MM
atomic point charges are included in the one-electron
Hamiltonian of the QM region.14,16 This model directly
allows for the electronic polarization of the QM region by
the MM environment. This is likely to be important to
include in QM/MM studies of biological macromolecules
because of their polar nature.

The vdW interaction between the QM and MM atoms in
QM/MM calculations is typically included through a
Lennard-Jones 12-6 potential,11 as in standard biomolecu-
lar MM forcefields:22,23

VvdW
QM/MM )∑

A
∑

B

4εAB[(σAB

RAB
)12

- (σAB

RAB
)6] (3)

where A and B are indices representing the QM and MM
atoms, respectively, RAB is the distance between the QM and
MM atoms, and εAB and σAB are calculated from vdW
parameters for each atom in the forcefield, using standard
combination rules. In the widely used CHARMM27 force-
field, the Lorentz-Berthelot combination rules are used.23

This nonelectrostatic interaction term represents dispersion
attractions, that fall off as R-6, and also prevents molecular
collapse at short distances between the QM and MM atoms
(the R-12 term is used for computational convenience). The
vdW interaction term is written in a slightly different form
in CHARMM:

VvdW
QM/MM )∑

A
∑

B

εAB[(Rmin
A,B

RAB
)12

- 2(Rmin
A,B

RAB
)6] (4)

where

Rmin ) 2
1

6σ (5)

and

εAB ) √εAεB (6)

Hence in this paper we optimize Rmin/2 and ε.
Typical MM forcefields used in calculations on biomol-

ecules use vdW parameters that have been optimized to
describe bonded and nonbonded interactions or to reproduce
experimental thermodynamic data for small molecules.24

Derivation of vdW parameters can be a time-consuming and
laborious process. It would be convenient to be able to use
existing MM vdW parameters in QM/MM modeling. It is,
however, possible that this could lead to significant errors
in QM/MM calculations, which employ a different theoretical
basis. In addition, the fact that electronic polarization (of
the QM region by the MM region) is included in the QM/
MM calculations but is modeled only indirectly, in an
average way, by MM, could lead to optimal MM and QM/
MM parameters being quite different. The suitability of vdW
parameters for normal forcefield calculations for use in QM/
MM calculations for different complexes has been studied
earlier by several groups.25-31 A systematic study of
Lennard-Jones parameters and QM/MM hydrogen bonging
energies was reported by Gao and Xia in 1992.25 They
calculated hydrogen bonding energies and geometries of 53
water complexes, covering functional groups on amino acids
and nucleotide bases, using Monte Carlo AM1/TIP3P
simulations. Comparison of AM1/TIP3P and ab initio
6-31G(d) results showed that adjustment of the OPLS
Lennard-Jones parameters for H, C, N, and O in the QM
region was necessary to get the best agreement between QM/
MM and pure QM hydrogen bonding energies. This,
however, resulted in a reduction in the accuracy of the
geometries. The necessity to optimize vdW parameters for
atoms in the QM region was also observed later, in a study
of 45 organic small molecule-water complexes, using the
AM1/TIP3P model.26 Refinement of vdW parameters has
also been found to be necessary when ab initio QM/MM
methods are used.27 When optimized vdW parameters were
used, a good agreement between ab initio 3-21G and the
MM OPLS -TIP3P potential and ab initio 6-31G(d) results
was observed, for over 80 hydrogen bonded complexes of
organic compounds with water. In the parametrization
process it was also found that it was necessary to use different
Lennard-Jones parameters for oxygen and nitrogen atoms
in ionic and neutral molecules.27 However, for hydrogen and
carbon atoms, the same parameters were found to be suitable
for both ionic and neutral complexes.27 In addition to
hydrogen bonded complexes, refinement of vdW parameters
has also found to be necessary when chemical reactions in
the condensed phase are studied with QM/MM methods
(AM1/CHARMM).28 More recently, Riccardi et al.29 com-
pared their optimized vdW parameters for the SCC-DFTB/
CHARMM method with results for vdW parameters selected
from the CHARMM22 forcefield.23 While the different
parameter sets gave clear differences in results for gas-phase
clusters and solvent structure around the solutes, it was
observed that thermodynamic quantities (activation free
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energies and reduction potentials) in the condensed phase
were not very sensitive to the vdW parameters used in the
QM/MM calculations. In contrast, Luque and co-workers,
who studied the hydrogen bonded complexes between
various functional groups and a water molecule at B3LYP,
AM1, and PM3 levels, observed that the vdW parameters
given in normal forcefields are not transferable from MM
to QM/MM calculations.30 In addition, they pointed out that
vdW parameters are sensitive to the QM/MM formalism and
parametrization details and warned against the direct trans-
ferability of vdW parameters between different QM/MM
methods.30 However, in several studies optimization of vdW
parameters has been observed to be necessary, for example
Lennard-Jones parameters in the B3LYP/6-31G(d)/AM-
BER potential were found to accurately reproduce B3LYP/
6-31G(d) hydrogen bond energies and geometries when
amino acid-water complexes are studied.31

In the current work, we have studied the geometries and
interaction energies of nucleic acid base-water complexes
at a full QM level [B3LYP/6-311+G(d,p), using the popular
B3LYP hybrid density functional technique] and an equiva-
lent QM/MM [B3LYP/6-311+G(d,p)-CHARMM27)] level.
We have evaluated the suitability of the standard CHARMM27
forcefield vdW parameters for nucleic acid bases23,24,32,33

for the QM/MM calculations at the B3LYP/6-311+G(d,p)
and B3LYP/6-31G(d) levels. With these relatively high
levels of QM theory, it is not yet feasible to calculate
thermodynamic properties by simulations. Previous studies
of the suitability of normal (MM) forcefield vdW parameters
for QM/MM calculations have generally concentrated on
complexes containing other small molecules and not nucleic
acid bases26-28,31 except for example the early works of Gao
et al., where the AM1/TIP3P model was used to study
hydrogen bonding energies and geometries of nucleic acid
base-water complexes.25,34 In those studies, good agreement
between ab initio Hartree-Fock 6-31G(d) and AM1/TIP3P
interaction energies was observed. The interactions distances
from AM1/TIP3P calculations were also observed to be in
reasonable agreement with the ab initio results. Here we
apply significantly higher levels of theory than these early
studies. Reliable models of the reactions and energetics of
nucleic acids are crucial because of their vital roles in all
living systems. For example, the reactions of catalytic RNA
molecules, i.e. ribozymes,35-38 interstrand cross-linking of
DNA bases39,40 (which is believed to be responsible for the
biological activity of a number of antitumor agents41),
stacking of nucleic acid bases in nucleic acid structures,42,43

drug binding, and also reactivity44-48 have been studied.
Here, we report optimized vdW parameters for polar
hydrogen, carbonyl carbon, and aromatic nitrogen atoms of
nucleic acid bases by using a set of hydrogen bonded
complexes at the B3LYP/6-311+G(d,p) QM and the
B3LYP/6-311+G(d,p)-CHARMM27 QM/MM levels. In
addition, the transferability of the optimized parameters to
the lower B3LYP/6-31G(d)-CHARMM27 level, which is
commonly used in QM/MM calculations,7,49 is also tested.
The suitability of the optimized nucleic acid base parameters
was also tested on complexes other than those used in the
parameter optimization. Also the suitability of the standard

CHARMM2723,24,32,33 and optimized vdW parameters was
tested for modeling chemical changes for simple reactions
of nucleic acid bases.

Computational Details

QM calculations were performed using the Jaguar 6.050 and
Gaussian0351 programs. Full QM optimizations of nucleic
acid base (Figure 1A)-water hydrogen bonded complexes
shown in Figures 1B-E, 2, and 3 were performed at the
B3LYP/6-311+G(d,p) level of theory. Work by Jorgensen
and co-workers has shown that the B3LYP/6-311+G(d,p)
level of theory (compared to electron correlated ab initio
methods) treats hydrogen-bonded complexes well.52 The
counterpoise correction scheme of Boys and Bernardi53 was
used as an estimate to correct for basis set superposition error
(BSSE) in the calculated QM interaction energies.

In the QM/MM calculations, the QM calculations were
performed using Jaguar 5.050 at the B3LYP/6-311+G(d,p)
or B3LYP/6-31G(d) level. The Tinker molecular mechanics
program54 with the CHARMM27 all-atom forcefield23,24,32,33

was used to evaluate the MM terms. The results from the
QM and the MM calculations were combined using the QM/
MM interface program QoMMMa.55 The QoMMMa pro-
gram optimizes the QM geometry within the MM environ-
ment, and the positions of the MM atoms are fully relaxed
at each QM step using the Tinker program.54 In the nucleic
acid-water complexes, the nucleic acid base was always
defined as the QM region and the water molecule as the MM
region. In nucleic acid base pair calculations, one base was
defined as the QM region and the other as the MM region.
MM calculations were performed with the CHARMM
program.56,57

Parameter Optimization

The vdW parameters of polar hydrogen, carbonyl carbon,
and aromatic nitrogen atoms in four nucleic acid bases
(Figure 1A) were optimized. The Lennard-Jones parameters
(the minimum in the vdW interaction energy surface Rmin/2
and the well depth, ε) for the QM atoms were adjusted
systematically to obtain the best agreement for hydrogen
bond energies and geometries between the QM/MM and the
full QM calculations. At the beginning of the optimization,
an increment of 0.1 Å for Rmin/2 and 0.01 kcal/mol for ε
were used. As we got closer to hydrogen bond energies and
geometries obtained from the full QM calculations, smaller
increments were used. Both Rmin/2 and ε were adjusted
simultaneously. The best parameters were determined by eye,
and if it was difficult to get parameters which gave both
optimal hydrogen bond energies and geometries, then
parameters were chosen to give optimal hydrogen bond
energy rather than geometry. Two different types of param-
eters, base-dependent and base-independent, have been
developed here. By base-dependent parameters, we mean that
unique parameters for each atom type were developed for
each nucleic acid base. Base-independent parameters are, in
contrast, the same for each nucleic acid base, i.e., dependent
only on atom type. Parameters of atoms in the MM region,
(i.e., the atomic charges and Lennard-Jones parameters in
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the CHARMM version of the TIP3P water model (TIPS3P)58

(which is modified to include vdW parameters for the water
hydrogen atoms12,59)) were kept unchanged, to ensure
transferability and consistency with the CHARMM27 force-
field. Geometries and interaction energies were also calcu-
lated using the optimized (base-dependent and independent)
parameters at the lower B3LYP/6-31G(d) QM/MM level.

Results and Discussion

Complexes Used in vdW Parameter Optimization. To
model nucleosides, nucleic acid bases with a methyl group
in place of the 1′ carbon of the ribose ring were used (Figure
1A). The structures of the nucleic acid base-water com-
plexes used in vdW parameter optimization are shown in
Figures 1B-E. Uracil (U, Figure 1E) was used as a model
for both uracil and thymine because uracil (found in RNA)
is smaller than thymine (found in DNA). All the complexes

Figure 1. A. The four nucleic acid bases used for parameter
optimization. The structures also show atom numbering. B.
The two hydrogen bonded complexes of adenine are shown
here. The bold circled atoms are the two QM nucleic acid base
atoms that form hydrogen bonds (see Figure 1A for atom
numbering), and it is for these atoms that parameters are
optimized. The CHARMM27 atom types for these hydrogen
bonding atoms are given in parentheses. C. The two hydrogen
bonded complexes of cytosine are shown here. The bold
circled atoms are the two QM nucleic acid base atoms that
form hydrogen bonds (see Figure 1A for atom numbering),
and it is for these atoms that parameters are optimized. The
CHARMM27 atom types for these hydrogen bonding atoms
are given in parentheses. D. The hydrogen bonded complex
of uracil is shown here (used as a model for thymine). The
bold circled atoms are the two QM nucleic acid base atoms
that form hydrogen bonds (see Figure 1A for atom number-
ing), and it is for these atoms that parameters are optimized.
The CHARMM27 atom types for these hydrogen bonding
atoms are given in parentheses. E. The two hydrogen bonded
complexes of guanine are shown here. The bold circled atoms
are the two QM nucleic acid base atoms that form hydrogen
bonds (see Figure 1A for atom numbering), and it is for these
atoms that parameters are optimized. The CHARMM27 atom
types for these hydrogen bonding atoms are given in
parentheses.

Figure 2. Structures of Watson Crick base pairs used in vdW
parameter testing. A. Adenosine-thymine (AT) base pair. B.
Guanosine-cytidine (GC) base pair. C. Adenosine-uracil (AU)
base pair. Coloring of atoms: carbon atoms are in black,
hydrogen atoms are in white, nitrogen atoms are in light gray,
and oxygen atoms are in dark gray. The atom numbers of
the atoms involved in the hydrogen bonding are shown on
the structures (for atom numbering, see Figure 1A).
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were constructed so that they contained two hydrogen bonds
between the water molecule and the nucleic acid base, so
that either the oxygen atom of the water molecule interacts
with either the hydrogen atom of the exocyclic or endocyclic
amino group, or the hydrogen atom of the water molecule
interacts with either the carbonyl oxygen atom or the ring
nitrogen atom of the nucleic acid base. For adenosine (A,
Figure 1B), cytosine (C, Figure 1C), and guanosine (G,
Figure 1D), two different water complexes were constructed
(denoted A_wat_1, A_wat_2, etc.). In this way, vdW
parameters for all different nitrogen [adenosine and guanosine
N7 (CHARMM atom type NN4), adenosine N1 (NN4),
cytosine N3 (NN3), see Figures 1B-D], hydrogen [adenosine
N6-H (HN1), cytosine N4-H (HN1), uracil N3-H (HN2),
guanosine N2-H (HN2), see Figures 1B-E], and oxygen
[uracil O2 (ON1) and guanosine O6 (ON1)); see Figures 1E
and 1D] atom types found in nucleic acid bases could be
studied.

Comparison of QM and MM Geometries and
Interaction Energies with QM/MM Results Using
Standard CHARMM27 vdW Parameters. The hydrogen
bond distances for the nucleic acid base-water complexes
obtained from the QM [B3LYP/6-311+G(d,p)] and QM/
MM [B3LYP/6-311G+(d,p)-CHARMM27] optimizations
are listed in Table 1. Generally, the hydrogen bond distances
are shorter (by 0.02-0.22 Å, measured between the heavy
atom and the hydrogen atom) in the QM/MM optimized

structures than in the full QM optimized structures, consistent
with earlier studies.29,30,34 However, in some cases, the
opposite situation is observed: in the A_wat_2 complex
(between N6-H′′ and water), in the C_wat_2 complex
(between N3 and water), and in the U_wat complex (between
O2 and water), the hydrogen bonds are clearly longer (by
0.3-0.5 Å) in the QM/MM optimized complexes than in
the QM optimized complexes (Table 1; see Figures 1B-E
for details of complexes). In the A_wat_1 complex, the
hydrogen bond between N7 and water is also slightly longer
(by 0.03 Å) in the QM/MM optimized complex than in the
QM optimized complex (Table 1). The largest deviation
between the QM and QM/MM optimized structures is seen
for the C_wat_2 complex, where the distance between the
nitrogen N3 atom and the hydrogen of the water molecule
is 3.4 Å in the QM/MM optimized structure but only 2.9 Å
in the QM optimized structure. However, this interaction is
not a strong hydrogen bond, being too long. A similar
observation was earlier made by Freindorf et al., who
observed that the largest discrepancies in hydrogen bond
distances optimized at QM [B3LYP/6-31+G(d)] and QM/
MM [B3LYP/6-31+G(d)-AMBER] levels were observed
when the A · · ·H distance is longer than 2.5 Å, i.e., having
more long-range electrostatic interaction character than
hydrogen bond character.31 In many (but not all) cases, the
conformations of NH2 groups are planar but slightly
pyramidal in some QM (and QM/MM) calculations. As the

Figure 3. Protonation and deprotonation reactions studied with the newly developed vdW parameters. CHARMM27 atom types
for nucleic acid base atoms involved in the reaction are shown (circled atoms). For atom types shown in italics, standard
CHARMM27 parameters were used, as no base-dependent parameters were available. For atom numbering, see Figure 1A.
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QM data are the target for optimization, and the pyramidality
is not affected by the vdW parameters (and has little effect
on hydrogen bond strength), this is not an important factor
here.

The pure MM (CHARMM27) optimized hydrogen bond
distances are very close to the full QM optimized results
(Table 1). Only in the C_wat_2 complex is there a large
difference between the MM and QM structures: the N3-Hwat
hydrogen bond distance is 0.96 Å shorter in the MM
optimized structure than in the QM optimized structure, and
the O2-Hwat hydrogen bond is 0.44 Å longer in the MM
optimized structure than in the QM optimized structure
(Table 1, see Figures 1C for details of complex).

The hydrogen bond angles, θ(D-H · · ·A), calculated at
the full QM and QM/MM levels, are usually within ∼5 ° of
each other, although, in the U_wat complex and in the
C_wat_2 complex (hydrogen bond from water to O2), a
larger deviation (∼12°) is seen (see Supporting Information,
Table 12). Comparison of the MM optimized structures with

the QM optimized structures shows a somewhat larger
deviation in the hydrogen bond angles than seen for the
comparison of the QM/MM results with the pure QM results
(see Supporting Information, Table 12).

The QM/MM interaction energies are overestimated in all cases
when using standard CHARMM27 vdW parameters,23,24,32,33

compared to those calculated at the pure QM level (Table
2). In most cases, the interaction energies are overestimated
by around 3 kcal/mol (2.9 to 3.4 kcal/mol), but in the
A_wat_2 complex, the difference is only 1.1 kcal/mol and
in C_wat_2 it is 2.1 kcal/mol. It is interesting that in
A_wat_2, the interaction energy is overestimated in the QM/
MM calculations compared to the QM calculations, even
though both hydrogen bond distances are longer in the QM/
MM optimized structure than in the QM optimized structure.
The complexes contain examples of QM groups as hydrogen
bond acceptors and donors. There does not seem to be any
clear difference in the deviations in hydrogen bond energies
depending on whether the donor is QM or MM.

Table 1. Hydrogen Bond Distances (H-acceptor distances, Å) Calculated at the B3LYP/6-311+G(d,p) QM and B3LYP/
6-311+G(d,p)-QM/MM Levels Using Either CHARMM27, Base-Dependent Parameters (Table 3), or Base-Independent
Parameters (Table 4) for Complexes Shown in Figures 1B-Ea

complexb H-bondc QM QM/MM (CHARMM)d QM/MM (OPT-BI)e QM/MM (OPT-BD)f MM (CHARMM)d

A_wat_1 N7-Hwat 1.89 1.92 (-0.03) 1.95 (-0.07) 1.95 (-0.07) 1.89 (0.00)
A_wat_1 N6-H′-Owat 1.95 1.80 (0.16) 2.00 (-0.05) 2.00 (-0.05) 1.88 (0.07)
A_wat_2 N6-H′′-Owat 2.05 2.38 (-0.33) 2.39 (-0.34) 2.39 (-0.34) 2.01 (0.04)
A_wat_2 N1-Hwat 1.92 1.93 (-0.01) 1.93 (-0.01) 1.93 (-0.01) 1.90 (0.02)
C_wat_1 N4-H-Owat 2.01 1.93 (0.08) 2.11 (-0.10) 1.99 (0.01) 2.01 (0.00)
C_wat_1 N3-Hwat 1.92 1.90 (0.02) 1.91 (0.01) 1.94 (-0.02) 1.95 (-0.3)
C_wat_2 N3-Hwat 2.90 3.40 (-0.50) 3.53 (-0.63) 3.36 (-0.46) 1.94 (0.96)
C_wat_2 O2-Hwat 1.95 1.79 (0.16) 1.85 (0.10) 2.12 (-0.17) 2.39 (-0.44)
G_wat_1 O6-Hwat 1.86 1.80 (0.06) 1.87 (-0.01) 1.91 (-0.05) 1.87 (-0.01)
G_wat_1 N3-H-Owat 1.95 1.93 (0.01) 2.08 (-0.13) 2.19 (-0.25) 1.99 (-0.04)
G_wat_2 N1-H-Owat 2.10 1.93 (0.16) 2.07 (0.02) 2.17 (-0.07) 2.08 (0.02)
G_wat_2 N2-H-Owat 2.21 2.12 (0.09) 2.14 (0.08) 2.22 (-0.01) 2.00 (0.21)
U_wat N3-H-Owat 2.00 1.79 (0.22) 1.98 (0.02) 1.97 (0.03) 1.99 (0.01)
U_wat O2-Hwat 1.97 2.25 (-0.28) 2.23 (-0.27) 2.21 (-0.24) 1.94 (0.02)
STDEVg 0.21 0.22 0.15 0.31
MSEh 0.01 -0.01 0.12 -0.04
MUEi 0.15 0.13 0.13 0.15

a Numbers in parentheses are the deviation from the fully QM calculation {∆[QM - (QM/MM)]}. The hydrogen bond distances are
calculated between hydrogen atoms and hydrogen bond acceptors. b See Figures 1B-E for names of complexes. c See Figure 1A for
labeling. d Standard CHARMM27 vdW parameters were used. e Optimized base-independent parameters were used. f Optimized
base-dependent parameters were used. g Standard deviation of the error from the full QM calculated value. h Mean signed error (MSE) from
the full QM calculated value, MSE ) 1/n ∑i ) 1

n (fi - yi), fi ) calculated value, yi ) QM or experimental value. i Mean unsigned error (MUE)
from the full QM calculated value, MUE ) 1/n ∑i ) 1

n |fi - yi|.

Table 2. Interaction Energies (kcal/mol) Calculated at the B3LYP/6-311+G(d,p) QM and B3LYP/6-311+G(d,p)-QM/MM
Levels Using Either CHARMM27, Base-Dependent Parameters (Table 3) or Base-Independent Parameters (Table 4) for
Complexes Shown in Figures 1B-Ea

complexb QM QM/MM (CHARMM)c QM/MM (OPT-BI)d QM/MM (OPT-BD)e MM (CHARMM)c

A_wat_1 -9.9 -13.3 (3.4) -11.9 (2.0) -12.6 (2.7) -10.4 (0.5)
A_wat_2 -8.9 -10.0 (1.1) -10.2 (1.2) -10.3 (1.4) -9.5 (0.6)
C_wat_1 -10.5 -13.8 (3.2) -12.9 (2.4) -12.7 (2.3) -11.1 (0.6)
C_wat_2 -7.0 -9.1 (2.1) -8.7 (1.7) -7.4 (0.4) -10.4 (3.4)
G_wat_1 -10.8 -14.1 (3.3) -12.8 (2.0) -11.3 (0.6) -11.5 (0.7)
G_wat_2 -7.7 -10.8 (3.1) -10.6 (2.9) -9.7 (2.1) -10.9 (3.2)
U_wat -7.5 -10.4 (2.9) -9.3 (1.8) -9.3 (1.8) -9.6 (1.1)
STDEVf 0.8 0.5 0.9 1.3
MSEg -2.7 -2.0 -1.6 -1.4
MUEh 2.7 2.0 1.6 1.4

a Numbers in parentheses are the deviation from the fully QM calculation {∆[QM - (QM/MM)]}. b See Figure 1B-E for names of
complexes. c Standard CHARMM27 vdW parameters were used. d Optimized base-independent parameters were used. e Optimized
base-dependent parameters were used. f Standard deviation of the error from the full QM calculated value. g Mean signed error of from the
full QM calculated value, see notes in Table 1. h Mean unsigned error from the full QM calculated value, see notes in Table 1.

B3LYP/CHARMM27 QM/MM Modeling of Nucleic Acid Bases J. Chem. Theory Comput., Vol. 5, No. 2, 2009 401



The (CHARMM27) MM interaction energies are closer
than the QM/MM interaction energies to the QM interaction
energies (Table 2). In five complexes out of seven, the MM
interaction energies are within 0.5-1.1 kcal/mol of the full
QM interaction energies. This again demonstrates that the
CHARMM27 parameters provide a good description of
nucleic acid interactions in MM calculations. In two com-
plexes, namely C_wat_2 and G_wat_2, the deviation from
the QM interaction energies is larger, 3.4 and 3.2 kcal/mol,
respectively.

Optimized Base-Dependent vdW Parameters. As de-
scribed above, both hydrogen bond distances (Table 1) and
interaction energies (Table 2) calculated at the QM/MM level
with standard CHARMM27 Lennard-Jones parameters
differed significantly from the full QM results. We therefore
tested the effects of varying the vdW parameters for the
nucleic acid bases treated with QM in the QM/MM calcula-
tions, in an attempt to improve the agreement, particularly
for interaction energies. The vdW parameters of nitrogen
(CHARMM atom types NN3 and NN4), polar hydrogen
(atom types HN1 and HN2), and carbonyl oxygen (atom
types ON1 and ON1C) atoms of the nucleic acid bases were
changed systematically. The vdW parameters of the water
molecule forming the MM part of the system were always
kept unchanged (CHARMM TIPS3P58), for consistency with
the CHARMM27 forcefield,23,24,32,33 and because this rep-
resents likely interactions in typical QM/MM studies of
nucleic acid bases (i.e., nucleic acid base treated by QM and
water with MM).

To get the best agreement between the hydrogen bond
distances and interaction energies calculated at the QM and
QM/MM levels, base-dependent vdW parameters (i.e., dif-
ferent atomic parameters for different nucleic acid bases),
were developed. These base-dependent parameters are listed
in Table 3. Each nucleic acid base-water complex contained
two hydrogen bonds between water and the nucleic acid base,
which makes vdW parameter optimization challenging. The
adenosine-water complexes, A_wat_1 and A_wat_2 (Figure
1B), were especially difficult. This was due to the fact that

when the original CHARMM27 vdW parameters were used,
the hydrogen bond distance between HN1 and water in the
complex A_wat_1 is shorter in the QM/MM optimized
structure than in the QM optimized structure, whereas in the
complex A_wat_2 the situation is reversed (Table 1). As the
error in the interaction energy between the original QM and
the QM/MM calculations is larger for the A_wat_1 complex
than the A_wat_2 complex (Table 2), the hydrogen bond
distance between HN1 and water in A_wat_1 complex was
optimized rather than that in the A_wat_2 complex. A similar
situation is also seen with C_wat_1 and C_wat_2. When the
standard CHARMM27 vdW parameters were used, in the
C_wat_1 complex the distance between NN3 and water is
shorter in the QM/MM optimized structure than in the QM
optimized structure, while in the C_wat_2 complex the
situation is the opposite (Table 1).

As can be seen from Table 3, where the optimized base-
dependent parameters are listed, the largest change was made
for the Rmin/2 value of hydrogen atoms. The original
CHARMM2723,24,32,33 value of 0.2245 Å is increased to
0.4245 Å on cytosine HN1, 0.7 Å on uracil/thymine HN2
and adenine HN1, and 0.8245 Å on guanine HN1 and HN2.
The ε values for guanine HN1 and HN2 were also changed
from -0.046 to -0.086 kcal/mol. VdW parameters for
nitrogen and oxygen atoms were changed only slightly: the
Rmin/2 value for cytosine nitrogen (NN3) was changed from
1.85 Å to 1.95 Å, for cytosine oxygen (ON1C) from 1.7 Å
to 1.9 Å, guanine oxygen (ON1) from 1.7 Å to 1.8 Å, and
adenine nitrogen (NN4) from 1.85 Å to 1.9 Å. In addition,
the ε value of the guanine oxygen was made slightly less
negative, changed from -0.12 to -0.086 kcal/mol. Other-
wise the change of the ε value did not have any meaningful
effect, either on the hydrogen bond lengths or the interaction
energies, and so they are left at the original CHARMM27
values.

The hydrogen bond distances obtained with the optimized
base-dependent vdW parameters, as well as the differences
in hydrogen bond lengths between the QM optimized and
QM/MMoptimizedstructuresusingbothstandardCHARMM27
parameters and optimized base-dependent parameters, are
shown in Table 1. In six cases, the hydrogen bond distances
obtained were improved, compared to those obtained with
the standard CHARMM27 vdW parameters. In five cases,
the optimization of vdW parameters did not have any
substantial effect and in three cases the hydrogen bond
distances, compared to the full QM results, were worse than
when the original parameters were used. This illustrates the
problem of optimization of parameters for systems having
two or more hydrogen bonds.

The interaction energies calculated using the optimized
base-dependent parameters are generally overestimated by
0.4-2.7 kcal/mol (Table 2), compared to those calculated
at the full QM level. This is a significant improvement, by
0.7 to 2.8 kcal/mol, compared to the interaction energies
calculated using the standard CHARMM27 parameters
(Table 2). The A_wat_2 complex was the only one where
the difference in the interaction energies between the QM
and the QM/MM calculations became worse with optimized
parameters. This was because the hydrogen bond distance

Table 3. Standard CHARMM27 23; 27; 28 and Optimized
Base-Dependent vdW Parameters (Rmin/2 and ε) for
Nitrogen Polar, Hydrogen, and Carbonyl Oxygen Atoms for
Nucleic Acid Bases

CHARMM OPT

atom typea Rmin/2 (Å) ε (kcal/mol) Rmin/2 (Å) ε (kcal/mol-1)

Uracil/Thymine
HN2 0.2245 -0.046 0.7 -0.046
ON1 1.7 0.120 1.7 0.120

Cytosine
NN3 1.85 -0.200 1.95 -0.200
HN1 0.2245 -0.046 0.4245 -0.0460
ON1C 1.7 -0.120 1.9 -0.120

Guanine
ON1 1.7 -0.120 1.8 -0.086
HN1 0.2245 -0.046 0.8245 -0.086
HN2 0.2245 -0.046 0.8245 -0.086

Adenine
NN4 1.85 -0.200 1.9 -0.200
HN1 0.2245 -0.046 0.7 -0.046

a See Figures 1B-E for atom types.
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between HN1-water was longer in the QM/MM optimized
A_wat_2 structure and was shorter in the A_wat_1 complex,
as explained above. However, in the A_wat_2 complex, the
differences between the calculated QM and QM/MM inter-
action energies are very small, regardless of which param-
eters are used (Table 2).

The hydrogen bond angles (D-H · · ·A) with the optimized
base-dependent vdW parameters changed only slightly from
those obtained with the standard CHARMM27 vdW param-
eters (see Supporting Information, Table 12). In some cases
the difference between the hydrogen bond angles, calculated
at the full QM level and at the QM/MM level, were decreased
and in some cases increased with the optimized base-
dependent vdW parameters. Given the relative lack of
sensitivity of hydrogen bond angles to the parameters,
hydrogen bond angles were not considered specifically during
the vdW parameter optimization process.

Optimized Base-Independent vdW Parameters. A typi-
cal approach for the development of MM forcefield param-
eters is that the MM parameters, optimized for small
molecules or fragments, are then used in large compounds,
in different molecular environments. Accordingly, the same
vdW parameters are used, for example, for carbonyl oxygen
atoms in all nucleic acid bases. Therefore, starting from the
base-dependent parameters listed in Table 3, base-indepen-
dent parameters were developed (shown in Table 4). In this
set of parameters, Rmin/2 ) 0.7 Å and ε ) -0.046 kcal/mol
were used for polar hydrogen atoms. For nitrogen and oxygen
atoms, the optimized Rmin/2 and ε parameters are 1.85 Å and
-0.2 kcal/mol, and 1.7 Å and -0.12 kcal/mol, respectively
(Table 4).

The hydrogen bond distances and interaction energies
calculated using the base-independent parameters are listed
in Tables 1 and 2, respectively. Hydrogen bond angles are
reported in Table 12, Supporting Information. With the base-
independent parameters, the deviation of the QM/MM
calculated interaction energies and hydrogen bond distances
from the QM values is slightly larger than that seen with
base-dependent parameters, as is to be expected. Hydrogen
bond distances found with the base-independent parameters
differ by 0.01 to 0.6 Å (Table 1) from the QM values, while
with the base-dependent parameters (Table 4), the deviation
is 0.01-0.5 Å (Table 1). The interaction energies deviate
by 1.2-2.9 kcal/mol (Table 2) from those calculated at the
full QM level, whereas with base-dependent parameters, the
deviation is 0.4-2.7 kcal/mol (Table 2). However, with the
base-independent parameters, the interaction energies are still

significantly closer to the full QM interaction energies than
when standard CHARMM27 parameters are used, as clearly
seen from Table 2. Interestingly, the base-independent
parameters provide the best agreement with hydrogen bond
angles between the QM and QM/MM calculated structures
(see Supporting Information Table 11).

Transferability of the Optimized Parameters to the
B3LYP/6-31G(d) Level. QM/MM calculations are often
performed at the B3LYP/6-31G(d) level. This is partly
because this level of theory gives reasonable descriptions of
many (e.g., biomolecular) systems,6,7,31,49,55 while being
computationally less demanding than, for eaxample, the
B3LYP/6-311+G(d,p) level, but also because diffuse func-
tions can cause QM/MM calculations to be unstable.60 The
transferability of the optimized vdW parameters [both base-
dependent (Table 3) and independent (Table 4)] to the widely
used B3LYP/6-31G(d) QM/MM level was tested. The
results show that the vdW parameters optimized at the
B3LYP/6-311+G(d,p) level can be transferred to the lower
level. Comparison of the interaction energies calculated at
the B3LYP/6-31G(d) QM level and B3LYP/6-31G(d)/
CHARMM27 QM/MM levels shows that with both base-
dependent and base-independent parameters, very similar
values are obtained (Table 5). The deviation between the
QM and QM/MM interaction energies is only 0.1-1.4 kcal/
mol with base-dependent parameters (Table 3) and 0.1-3.3
kcal/mol with base-independent parameters (Table 4). Ac-
cordingly, especially with base-dependent parameters, the
agreement between the QM and QM/MM interaction ener-
gies is very good. Table 5 also clearly shows that both sets
of optimized parameters give relatively consistent QM/MM
interaction energies that are closer to the QM results than
when standard CHARMM27 parameters are used. Compari-
son of the hydrogen bond distances also shows that the QM
and QM/MM geometries are very similar, as seen from Table
6. However, the differences between the hydrogen bond
distances calculated at QM and QM/MM levels are larger
when the 6-31G(d) basis is used instead of the 6-311+G(d,p)
basis. In addition, although better agreement with the QM
interaction energies is achieved with the optimized param-
eters than with the standard CHARMM27 parameters, no
significant improvement is observed in QM/MM geometries
with the optimized parameters when the 6-31G(d) basis is
used (Table 6 for hydrogen bond distances and Supporting
Information, Table 13 for hydrogen bond angles).

Nucleic Acid Base Pairs. The standard Watson-Crick
base pairs [adenosine-uracil (AU), guanosine-cytosine (GC),
and adenosine-thymine (AT); Figure 2 ] were used to test
the transferability of the newly optimized parameters to
different structures. For nucleic acid base pairs, it is only
possible to easily use the base-independent parameters (Table
4), because in the standard Tinker format54 (which QoM-
MMa55 uses to evaluate the MM terms) the same atom types
are found in different bases (see Figures 1B-E for details
of atom types in different nucleic acid bases). Calculations
were performed for each base pair in both possible QM/
MM combinations, i.e., first with one base treated QM and
the second by MM, then separately with the other base QM
(and the first MM). Hydrogen bond distances (measured

Table 4. Standard CHARMM2723; 27; 28 and Optimized
Base-Independent vdW Parameters for Nitrogen, Polar
Hydrogen, and Carbonyl Oxygen in Nucleic Acid Bases

CHARMM OPT

atom typea Rmin/2 (Å) ε (kcal/mol) Rmin/2 (Å) ε (kcal/mol)

HN1 0.2245 -0.046 0.7 -0.046
HN2 0.2245 -0.046 0.7 -0.046
NN3 1.85 -0.2 1.9 -0.2
NN4 1.85 -0.2 1.9 -0.2
ON1C 1.7 -0.12 1.8 -0.12
ON1 1.7 -0.12 1.8 -0.12

a See Figures 1B-E for atom types.
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between heavy atoms) between the base pairs AU and CG
obtained from QM, QM/MM, and MM (CHARMM27)
calculations are very similar to those observed in crystal
structures61 (Table 7). For the AT base pair, no crystal-
lographic structure is currently available. The hydrogen bond
distances in base pair structures optimized using pure QM
[at the B3LYP/6-311+G(d,p) level of theory] deviate from
experimental values61 by 0.01-0.11 Å (Table 7). Similar
differences from experimentally determined hydrogen bond
distances are also observed in the pure MM optimized
structures (Table 7). In the QM/MM optimized structures,
hydrogen bond distances seem to deviate more from experi-
mental values, compared to the pure QM and pure MM
optimized structures. This is not affected by the vdW
parameters or the level of QM/MM theory used (Table 7).
The AT base pair geometry calculated at the fully QM level
is very similar to that of the fully QM optimized AU base
pair structure. The deviations of the MM and QM/MM
optimized geometries from the fully QM optimized structures
are very similar to those seen with AU and CG base pairs.

Comparison of the interaction energies (Table 8) shows
that at the QM/MM level, our optimized base-independent
parameters give better agreement with the full QM interaction
energies than the standard CHARMM27 vdW parame-
ters.23,24,32,33 With the B3LYP/6-311+G(d,p) level of theory
and optimized base-independent parameters, the QM/MM
interaction energies in five complexes out of six are within
0.8-1.8 kcal/mol of the QM interaction energies (Table 8).
The largest deviation is seen for the AT base pair, when
thymine is treated with QM. In this case, the interaction
energy is overestimated by 4.4 kcal/mol. With the lower
[B3LYP/6-311G(d)] level of QM/MM theory, for the same
base pair, some overestimation is also observed but to a
smallerextent(only2.3kcal/mol).WhenstandardCHARMM27
parameters23,24,32,33 are used in QM/MM calculations, the
deviation of QM/MM interaction energies from the QM
interaction energies is 2.4-6.3 kcal/mol (Table 8). The MM
interaction energies (with standard CHARMM27 parameters)
are very close (within 1-2.5 kcal/mol) to the QM interaction

Table 5. Interaction Energies (kcal/mol) Calculated at the B3LYP/6-31G(d) QM and B3LYP/6-31G(d)-QM/MM Levels, Using
Base-Dependent Parameters (Table 3), Base-Independent Parameters (Table 4), or the Original CHARMM27 Parameters for
the Complexes Shown in Figures 1B-Ea

complexb QM QM/MM (OPT-BI)c QM/MM (OPT-BD)d QM/MM (CHARMM)e

A_wat_1 -11.1 -11.6 (0.5) -11.6 (0.5) -13.4 (2.3)
A_wat_2 -9.6 -9.7 (0.1) -9.7 (0.1) -9.8 (0.2)
C_wat_1 -11.1 -12.1 (0.9) -11.8 (0.7) -12.9 (1.9)
C_wat_2 -6.9 -10.2 (3.3) -6.7 (-0.3) -8.6 (1.7)
G_wat_1 -11.4 -11.9 (0.5) -11.9 (0.5) -13.5 (2.1)
G_wat_2 -11.9 -9.8 (-2.1) -9.3 (-2.6) -10.5 (-1.4)
U_wat -8.3 -8.3 (0.0) -9.7 (1.4) -9.4 (1.1)
STDEVg 1.6 1.3 1.3
MSEh -0.5 -0.0 -1.1
MUEh 1.1 0.9 1.5

a Numbers in parentheses are the deviation from the fully QM calculation {∆[QM - (QM/MM)]}. b See Figures 1B-E for names of
complexes. c Optimized base-independent parameters were used. d Optimized base-dependent parameters were used. e Original CHARMM
parameters were used. f Standard deviation of the error from the full QM calculated value. g Mean signed error from the full QM calculated
value, see notes in Table 1. h Mean unsigned error from the full QM calculated value, see notes in Table 1.

Table 6. Hydrogen Bond Distances (Å) Calculated at the B3LYP/6-31G(d) QM and B3LYP/6-31G(d)-QM/MM Levels, Using
Either Base-Dependent Parameters (Table 3), Base-Independent Parameters (Table 4), or the Original CHARMM27
Parameters, For the Complexes Shown in Figures 1B-Ea

complexb H-bondc QM QM/MM (OPT-BI)d QM/MM (OPT-BD)e QM/MM (CHARMM)f

A_wat_1 N7-Hwat 1.90 1.87 (0.03) 1.87 (0.03) 1.85 (0.05)
A_wat_1 N6-H“-Owat 1.89 2.01 (-0.12) 2.01 (-0.12) 1.80 (0.09)
A_wat_2 N6-H′′-Owat 1.96 2.42 (-0.46) 2.42 (-0.46) 2.39 (-0.43)
A_wat_2 N1-Hwat 1.95 1.85 (0.10) 1.85 (0.10) 1.90 (0.05)
C_wat1 N4-H-Owat 1.92 2.13 (-0.21) 2.06 (-0.14) 1.98 (-0.06)
C_wat1 N3-Hwat 1.94 1.90 (0.03) 1.92 (0.02) 1.88 (0.06)
C_wat2 N3-Hwat 2.18 1.95 (0.22) 3.37 (-1.20) 3.46 (-1.28)
C_wat2 O2-Hwat 2.24 2.70 (-0.46) 2.12 (0.12) 1.74 (0.50)
G_wat_1 O6-Hwat 1.86 1.85 (0.01) 1.78 (0.07) 1.76 (0.10)
G_wat_1 N3-H-Owat 1.88 2.12 (-0.23) 2.18 (-0.30) 1.96 (-0.08)
G_wat_2 N1-H-Owat 1.90 2.13 (-0.23) 2.22 (-0.32) 2.05 (-0.15)
G_wat_2 N2-H-Owat 2.52 2.13 (0.39) 2.18 (0.34) 1.96 (0.56)
U_wat N3-H-Owat 1.93 1.02 (0.90) 2.14 (-0.22) 1.81 (0.12)
U_wat O2-Hwat 1.94 2.23 (-0.29) 1.83 (0.11) 2.24 (-0.30)
STDEVg 0.36 0.37 0.44
MSEh 0.02 0.14 0.06
MUEg 0.27 0.25 0.27

a Numbers in parentheses are the deviation from the fully QM calculation {∆[QM - (QM/MM)]}. The hydrogen bond distances are
calculated between hydrogen atoms and hydrogen bond acceptor. b See Figures 1B-E for names of complexes. c See Figure 1A for
labeling. d Optimized base-independent parameters were used. e Optimized base-dependent parameters were used. f Standard CHARMM
parameters were used. g Standard deviation of the error from the full QM calculated value. h Mean signed error from the full QM calculated
value, see notes in Table 1. g Mean unsigned error from the full QM calculated value, see notes in Table 1.
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energies, providing an illustration of their known good
quality for (MM) calculations on nucleic acid complexes.

Suitability of the Optimized Parameters for Model-
ing Chemical Reactions. When chemical reactions are
studied by QM/MM methods, the atoms directly involved
in the reaction must be treated quantum mechanically, while
the surrounding environment can be treated with MM. vdW
parameters optimized, for example, for the initial (reactant)
state may not be suitable for the product or transition state.
The fact that the same Lennard-Jones parameters are
typically used for the QM atoms throughout a chemical
reaction is a limitation of most current QM/MM methods.
Therefore, we tested the suitability of our optimized vdW
parameters for investigating changes associated with chemi-
cal reaction, using a test set consisting of protonated or

deprotonated nucleic acid bases (Figure 3). The most
physiologically important protonation and deprotonation sites
were selected, i.e., protonation of adenosine at N2, cytosine
at N3, and guanosine at N7 and deprotonation of uracil at
N1 and guanosine at N1 positions. Interaction and deproto-
nation energies were calculated at the [B3LYP/6-311+G(d,p)]
QM/MM level using standard CHARMM27,23,24,32,33 base-
dependent (Table 3), and base-independent (Table 4) pa-
rameters. The interaction and deprotonation energies obtained
were compared to those from fully QM calculations [B3LYP/
6-311+G(d,p); Table 9]. Standard vdW parameters were
not available for some of the atoms in the complexes shown
in Figure 3 for the interaction and deprotonation energy
calculations. This is because these calculations involved
modified nucleic acid base chemical structures (e.g., proto-

Table 7. Hydrogen Bond Distances (Å) for Nucleic Acid Base Pairs Shown in Figure 2a

complexb H-bondc exp.d QMe MM (CHARMM)f
QM/MM[OPT-BI,
6-311+G(d,p)]g

QM/MM[OPT-BI,
6-31G(d)]h

QM/MM[CHARMM,
6-311+G(d,p)]i

AU* N1 · · ·H-N3 2.82 2.88 (-0.06) 2.87 (-0.05) 3.04 (-0.22) 3.05 (-0.23) 2.84 (-0.3)
AU* N6 · · ·O4 2.95 2.94(0.01) 2.89 (0.06) 3.01 (-0.06) 3.00 (-0.06) 2.79 (0.16)
A*U N1 · · ·H-N3 2.82 2.88 (-0.06) 2.87 (-0.05) 2.98 (-0.16) 2.99 (-0.17) 2.84 (-0.02)
A*U N6 · · ·O4 2.95 2.94(0.01) 2.89 (0.06) 3.08 (-0.13) 3.10 (-0.15) 2.84 (0.11)
CG* N4-H · · ·O6 2.91 2.80 (0.11) 2.83 (0.08) 3.04 (-0.13) 3.07 (-0.16) 2.82 (0.09)
CG* N3 · · ·H-N1 2.95 2.96 (-0.01) 2.92 (0.03) 3.10(-0.15) 3.09 (-0.14) 2.85(0.10)
CG* O2 · · ·H-N2 2.86 2.91 (-0.06) 2.84 (0.02) 3.03 (-0.17) 3.03 (-0.17) 2.75 (0.11)
C*G N4-H · · ·O6 2.91 2.80(0.11) 2.83 (0.08) 2.98 (-0.07) 3.02 (-0.11) 2.74 (0.17)
C*G N3 · · ·H-N1 2.95 2.96 (-0.01) 2.92 (0.03) 3.10 (-0.15) 3.07 (-0.13) 2.89 (0.06)
C*G O2 · · ·H-N2 2.86 2.91 (-0.06) 2.84 (0.02) 3.07(-0.12) 3.03 (-0.08) 2.85(0.10)
AT* N1 · · ·H-N3 - 2.89 2.87 (0.01) 2.98 (-0.10) 3.04 (-0.15) 2.82 (0.07)
AT* N6-H · · ·O4 - 2.94 2.90 (0.04) 3.09 (-0.15) 3.08 (-0.14) 2.77 (0.17)
A*T N1 · · ·H-N3 - 2.89 2.87 (0.01) 2.99 (-0.10) 3.13 (-0.24) 2.84 (0.04)
A*T N6-H · · ·O4 - 2.94 2.90 (0.04) 3.09 (-0.14) 3.02 (-0.08) 2.85 (0.09)
STDEV - EXPj 0.06 0.05 0.05 0.09 0.14
STDEV -QMk 0.02 0.03 0.07 0.06
MSE -EXPl 0.00 -0.03 0.14 0.14 -0.06
MSE- QMm -0.03 0.12 0.16 -0.09
MUE -EXPn 0.05 0.05 0.14 0.14 0.12
MUE - QMo 0.03 0.12 0.16 0.09

a Numbers in parentheses are the deviation from experimental hydrogen bond distances or in case of the AT base pair the fully QM
calculation {∆[QM - (QM/MM)]}. The hydrogen bond distances are calculated between hydrogen bond acceptors and donors (i.e., heavy
atoms). b See Figure 2 for names of complexes.* denotes the base treated with QM. c See Figure 2 for labeling. d Taken from ref.61 e Fully
QM. The B3LYP/6-311+G(d,p) level of theory was used. f Fully MM. g Optimized base-independent parameters (Table 4)and the.
h Optimized base-independent parameters (Table 4). i Standard CHARMM27 vdW parameters (Table 4. j Standard deviation of the error
from the experimental value. k Standard deviation of the error from the full QM calculated value. l Mean signed error from the experimental
value, see notes in Table 1. m Mean unsigned error from the full QM calculated value, see notes in Table 1. n Mean unsigned error from the
experimental value, see notes in Table 1. o Mean unsigned error from the full QM calculated value, see notes in Table 1.

Table 8. Interaction Energies (kcal/mol) Calculated for Nucleic Acid Base Pairs Shown in Figure 2a

complexb QMc MM(CHARMM)d
QM/MM [OPT-BI,
6-311+G(d,p)]e

QM/MM [OPT-BI,
6-311G(d)]f

QM/MM [CHARMM,
6-311+G(d,p)]g

A*U -12.1 -13.2 (1.1) -13.8 (1.7) -12.5 (0.4) -16.9 (4.8)
AU* -12.1 -13.2 (1.1) - 13.8 (1.7) -12.5 (0.4) -17.0 (4.9)
A*T -11.8 -12.8 (1.0) -13.3 (1.5) -11.0 (-0.8) -14.2 (2.4)
AT* -11.8 -12.8 (1.0) -16.2 (4.4) -14.1 (2.3) -18.1 (6.3)
C*G -23.7 -26.4 (2.5) -24.7 (0.8) -22.5 (-1.4) -29.06 (5.2)
CG* -23.7 -26.4 (2.5) -25.7 (1.8) -24.6 (0.7) -30.2 (6.3)
STDEV h 0.8 1.2 1.3 1.4
MSE i -1.5 -2.0 -0.3 -5.0
MUE j 1.5 2.0 1 5.0

a Numbers in parentheses are the deviation from the fully QM calculation {∆[QM - (QM/MM)]}. b See Figure 2 for names of complexes. *
denotes the base which is treated with QM. c Full QM, the B3LYP/6-311+G(d,p) level of theory was used. d Full MM, standard
CHARMM27 vdW parameters were used. e Optimized base-independent parameters (Table 4)and the B3LYP/6-311+G(d,p) level of theory
were used. f Optimized base-independent parameters (Table 4 and the B3LYP/6-311G(d) level of theory were used. g Standard
CHARMM27 vdW parameters (Table 4)and the B3LYP/6-311+G(d,p) level of theory were used. h Standard deviation of the error from the
full QM calculated value. i Mean signed error from the full QM calculated value, see Table 1. j Mean unsigned error from the full QM
calculated value, see Table 1.
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nated/deprotonated), not included in the CHARMM27 pa-
rameter set (nor in our optimized set). Base-independent vdW
parameters were available for all atom types except NN2U
(in the UN3-_wat complex, Figure 3). For the UN3-_wat
complex, standard CHARMM27 vdW parameters were used
in all calculations. In addition, for the following atom types,
the base-dependent vdW parameters (Table 3) were not
available (see Figure 3 for details of the complexes): HN2
(AN1+_wat, CN3+_wat1 and CN3+_wat2), NN3
(GN1-_wat), and NN4 (G_wat2). For these atom types in
the complexes mentioned, standard CHARMM27 vdW
parameters were used in the base-dependent calculations.

The QM/MM interaction energies for the charged com-
plexes are overestimated, compared to the QM interaction
energies, in almost all cases (Table 9). The optimized vdW
parameters [both base-dependent (Table 3) and base-
independent (Table 4)] in the QM/MM calculations give
generally better agreement with the QM interaction energies
than the standard CHARMM27 parameters23,24,32,33 (Table
9). Only in one case is a larger error observed with our
optimized parameters than with standard CHARMM27
parameters (G_wat_1, Table 9). With the optimized param-
eters, the interaction energies differ from the QM results by
0.1-3.8 kcal/mol, while with the standard CHARMM27

parameters23,24,32,33 all except G_wat_1 vary by 2.1-4.4.
kcal/mol. G_wat_1 is the only complex where the standard
CHARMM27 parameters23,24,32,33 give very good agreement
with the QM interaction energies (an error of only 0.1 kcal/
mol, Table 9). With our optimized parameters, the largest
deviations between the QM and QM/MM results are seen
with deprotonated complexes, i.e., UN3-_wat and
GN1-_wat_1 complexes, regardless of which parameter set
is used (Figure 3 and Table 9).

Comparison of deprotonation energies for nucleic acid
bases in complex with one water molecule (see Figure 3 for
details of reactions) shows that deprotonation energies
calculated at the full QM [B3LYP/6-311+G(d,p)] level and
at the QM/MM [B3LYP/6-311+G(d,p)] level are generally
surprisingly similar, within 0.1-4.6 kcal/mol (Table 10). In
8 reactions out of 18, the QM/MM deprotonation energies
are within 1.0 kcal/mol of the QM results, and in 7 reactions
out of 18, they are within 1-2 kcal/mol. Only in three cases
do the QM/MM deprotonation energies deviate by more than
2.0 kcal/mol from the QM deprotonation energies (Table 10).
Comparison of the deprotonation energies obtained with
differentvdWparameters(i.e.,thestandardCHARMM27,23,24,32,33

base-dependent and independent) shows that the optimized
base-independent parameters seem to be little better than the

Table 9. Interaction Energies (kcal/mol) Calculated at the B3LYP/6-311+G(d,p) QM and B3LYP/6-311+G(d,p)-QM/MM
Levels Using Either CHARMM27, Base-Independent Parameters (Table 4), or Base-Dependent Parameters (Table 3) for
Neutral, Protonated and Deprotonated Nucleic Acid Bases (Figure 3)a

complexb QM QM/MM(CHARMM)c QM/MM (OPT-BI)d QM/MM (OPT-BD)e

A-wat -8.9 -13.3 (4.4) -10.2 (1.3) -10.3 (1.4)
AN1+-wat -16.1 -18.4 (2.3) -17.0 (-1.4) -18.4 (2.3)
U-wat -7.5 -10.4 (2.9) -9.3 (1.8) -9.3 (1.8)
UN3--wat -16.0 -19.7 (3.7) -19.3 (3.3) -19.7 (3.7)
G-wat1 -10.8 -10.7 (-0.1) -12.8 (2.0) -11.3 (0.5)
GN1--wat -15.9 -20.0 (-4.1) -19.4 (3.5) -19.7 (3.8)
G-wat2 -5.4 -9.0 (-3.6) -6.6 (0.6) -6.7 (1.3)
GN7+-wat -16.3 -19.4 (3.1) -16.4 (0.1) -16.0 (-0.3)
C-wat1 -10.5 -13.8 (3.3) -12.9 (2.4) -12.9 (2.4)
CN3+-wat1 -16.5 -19.9 (3.4) -18.5 (2.0) -19.0 (2.5)
C-wat2 -7.0 -9.1 (2.1) -8.7 (1.7) -7.4 (0.4)
CN3+-wat2 -14.6 -18.5 (3.9) -15.6 (1.0) -16.7 (2.1)
STDEV f 2.9 1.4 1.3
MSE g -1.8 -1.5 -1.8
MUE h 3.1 1.8 1.9

a Numbers in parentheses are the deviation from the fully QM calculation {∆[QM - (QM/MM)]}. b See Figure 3 for names of complexes.
c Standard CHARMM27 vdW parameters were used. d Optimized base-independent parameters (Table 4) were used. e Optimized
base-dependent parameters (Table 3)were used. f Standard deviation of the error from the full QM calculated value. g Mean signed error
from the full QM calculated value, see notes in Table 1. h Mean unsigned error from the full QM calculated value, see notes in Table 1.

Table 10. Deprotonation Energies [(energy of the deprotonated complex) - (energy of the protonated complex) in kcal/mol]
Calculated at the B3LYP/6-311+G(d,p) Level for the Reactions Shown in Figure 3a

reactionb QM QM/MM (CHARMM27)c QM/MM (OPT-BI)d QM/MM (OPT-BD)e

AN1+ f A -242.6 -240.6(-2.0) -242.3 (-0.2) -243.7 (1.1)
1: CN3+ f C -245.3 -246.0(0.2) -244.9 (-0.4) -245.4(0.1)
2: CN3+ f C -246.9 -248.8 (1.9) -246.2 (-0.7) -246.3 (0.4)
U f UN3- -346.8 -346.0 (-0.8) -345.2 (-1.6) -344.8 (-1.9)
G f GN1- -341.9 -337.3 (-4.6) -340.1 (-1.8) -338.3 (-3.6)
GN7+ f G -251.3 -252.3 (1.0) -249.8(-1.5) -249.2 (-2.1)
STDEV f 2.3 0.7 1.8
MSE g 0.7 1.0 1.0
MUEh 1.9 1.0 1.5

a Numbers in parentheses are the deviation from the fully QM calculation {∆[QM - (QM/MM)]}. b See Figure 3 for names of reactions.
c Standard CHARMM27 vdW parameters were used. d Optimized base-independent parameters (Table 4)were used. e Optimized
base-dependent parameters (Table 3) were used. f Standard deviation of the error from the full QM calculated value. g Mean signed error
from the full QM calculated value, see notes in Table 1. h Mean unsigned error from the full QM calculated value, see notes in Table 1.
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optimized base-dependent or the standard CHARMM27
parameters.23,24,32,33 This may be due, at least partly, to the
fact that in the base-independent calculations, optimized vdW
parameters were available for all atoms (except NN2U in
the UN3-_wat complex (as mentioned previously standard
CHARMM27 parameters were used)). However, in the base-
dependent calculations more optimized parameters were
unavailable, and hence standard CHARMM27 vdW para-
meters23,24,32,33 had to be used (see above). Therefore, the
base-independent parameters developed here (Table 4) would
appear to be a better choice than standard CHARMM27 vdW
parameters for QM/MM modeling of such reactions in
nucleic acid bases.

Electrostatic Contribution to the Calculated QM/
MM Interaction Energies. While the parametrization here
has been generally successful, the improvements have not
been uniform. When the original parameters were used, we
found that typically QM/MM hydrogen bond interaction
energies were too strong and hydrogen bond lengths were
too short (Tables 1 and 2).29,30,34 We attempted to address
this problem by optimizing the vdW parameters, however,
as can be seen from Tables 3 and 4, only the parameters of
the hydrogens were altered significantly. This has been seen
previously.27,31 To further investigate why hydrogen bond
strengths are overestimated when the original parameters are
used, we have calculated the QM/MM and MM electrostatic
contributions to the interaction energy for the QM optimized,
MM optimized, and QM/MM optimized geometries. The
results are shown in Table 11. The QM/MM electrostatic
interactions in the QM optimized and MM optimized
structures are consistently stronger than the corresponding
MM electrostatic interactions. This indicates that the elec-
trostatic interactions are the source of the error. Given that
the electrostatic interactions are overestimated, it is not

surprising that the QM/MM optimized geometries have
shorter hydrogen bond lengths. Our optimizations increased
the vdW radii of QM (hydrogen) atoms, and, as expected,
this lengthens the hydrogen bonds, resulting in a reduction
in the QM/MM electrostatic interaction energy for these
complexes. The results vary for the different complexes. In
three cases hydrogen bonds are broken, resulting in either
significant improvements (G_wat_2) or in overcompensation
(G_wat_1 and C_wat_2). For A_wat_1, there are significant
reductions in the electrostatic contribution that cannot be
readily explained. For the base-independent results for
C_wat_2, the optimizations result in the electrostatics
becoming even more favorable. It is apparent that our
optimization of the vdW parameters does not consistently
improve the results, suggesting that more refined QM/MM
models (e.g., with different treatment of QM/MM electro-
static interactions62) may be required for some applications.

The optimization of the vdW parameters compensates for
the overestimated QM/MM electrostatic interaction by
increasing the vdW radii of the QM hydrogen atoms involved
in hydrogen bonds (large increases of the hydrogen Rmin/2
values are seen). While this has been reasonably successful,
it has not addressed the root cause of the problem. Optimizing
the vdW parameters alone provides an improved model, but
ideally treatment of QM/MM electrostatic interactions should
also be considered and improved. Further study of the
balance of electrostatic interactions in QM/MM systems is
required.

Conclusions

QM/MM interaction energies and geometries for the hydro-
gen bonded systems are fairly sensitive to the values of the
van der Waals parameters used to describe the nonbonded

Table 11. Electrostatic Contribution to the Interaction Energy (kcal/mol) Calculated at the B3LYP/6-31G(d) QM/MM and
CHARMM27 MM Levels for Some Sample Base-Water Complexes

complexa structure hydrogen bondsb QM/MM energyc MM energyd

G_wat_1 MMe MM QM -16.23 -13.50
QM f MM QM -15.41 -12.55
QM/MM (CHARMM27g MM QM -16.63 -14.02
QM/MM (OPT_BI) h MM - -14.06 -12.14
QM/MM (OPT-BD)i MM - -14.32 -12.33

G_wat_2 MM e - QM -13.06 -12.38
QMf - - -10.75 -10.44
QM/MM (CHARMM27)g QM - -12.87 -12.88
QM/MM (OPT_BI)h - - -11.08 -12.14
QM/MM (OPT-BD)i - - -10.22 -12.33

A_wat_1 MMe MM QM -15.96 -13.15
QM f MM QM -15.02 -12.29
QM/MM (CHARMM27)g MM QM -17.90 -14.58
QM/MM (OPT_BI)h MM QM -15.00 -12.37
QM/MM (OPT-BD)i MM QM -15.00 -12.37

C_wat_2 MMe MM - -15.39 -13.23
QMf - MM -10.79 -10.03
QM/MM (CHARMM27)g - MM -10.36 -10.04
QM/MM (OPT_BI)h - MM -11.35 -10.59
QM/MM (OPT-BD)i - - -7.83 -7.96

a See Figures 1B-E for names of complexes. b Characterization of hydrogen bonds in the system. QM denotes a hydrogen bond with a
QM hydrogen, MM a hydrogen bond with a MM hydrogen, and - no hydrogen bond present (a hydrogen bond was deemed to be present
at acceptor to H distances e2 Å). The distances are shown in Table 1. c Electrostatic contribution to the interaction energy, calculated using
QM/MM. d Electrostatic contribution to the interaction energy, calculated using pure MM. e Pure MM calculation using CHARMM27. f Pure
QM calculation, using Gaussian. g Standard CHARMM27 parameters were used. h Optimized base-independent parameters (Table 4)were
used. i Optimized base-dependent parameters (Table 3)were used.
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dispersion interactions between the QM and MM atoms. In
general, the use of the standard CHARMM27 parameters
for the QM atoms in QM/MM calculations on nucleic acid
base-water complexes gives shorter hydrogen bond lengths
than those obtained from full QM calculations. QM/MM
calculations with the standard CHARMM27 parameters
overestimate the interaction energies by 1.1-3.4 kcal/mol,
compared to the equivalent QM results (using B3LYP hybrid
density functional theory). Adjusting the vdW parameters
on the QM atoms gives improved results for interaction
energies and in most cases also for hydrogen bond lengths.
As expected, better agreement between the QM/MM and QM
geometries and interaction energies is obtained with base-
dependent parameters rather than with base-independent
parameters. Using vdW parameters optimized at the B3LYP/
6-311+G(d,p) level in QM/MM calculations at the B3LYP/
6-31G(d) level reproduces the full QM [B3LYP/6-31G(d)]
interaction energies (very well) and also geometries (reason-
ably well). Thus, vdW parameters can be transferred from
the higher level to the lower level, when the same DFT model
is used, and so should be useful in QM/MM calculations
applying the popular B3LYP/6-31G(d) level of QM theory.
Transferability to other levels of QM/MM treatment is not
guaranteed and should be tested, particularly when different
types of QM/MM approach (e.g., applying ab initio molecu-
lar orbital methods) are used. For example, Hartree-Fock
level ab initio QM/MM methods tend to show more
overestimation of intermolecular interaction energies.63 Lu-
que et al. have reported that vdW parameters are sensitive
to the QM/MM formalism and cannot be transferred between
different QM/MM methods.30 Further work is required to
analyze QM/MM interactions. In other work, we have
examined QM/MM modeling of biomolecular hydrogen
bonds. Examination of changes in total electron density and
natural bond orbital atomic charges, due to hydrogen bond
formation, in selected complexes showed that charge leakage
from the QM atoms to MM atomic point charges close to
the QM/MM boundary is not a serious problem, at least with
limited basis sets.64 Clearly, current QM/MM methods can
provide good descriptions of many biomolecular systems.65

Further analysis and development of more sophisticated
treatment of QM/MM interactions (in particular of electro-
static interactions) should remain a central goal of research
in this area, however. This is particularly true now that it is
possible to model biomolecules (e.g., enzyme reactions) with
QM/MM techniques employing correlated ab initio methods
that are capable of high accuracy66,67 and to carry out
extensive high-level QM/MM free energy calculations.68

QM/MM free energy calculations may provide a more
general approach to optimizing parameters for QM/MM
interactions.69,70

In summary, the results here show that, when appropriate
parameters are used, hydrogen bonding interactions of nucleic
acids can be modeled well with QM/MM methods. Obtaining
parameters which reliably reproduce both interaction energies
and geometries (hydrogen bonds and angles) can be difficult,
especially if there are multiple hydrogen bonds in a system,
as is the case for the interactions of nucleic acid bases with
water. The parameters presented here give better agreement

with full QM calculations, especially for interaction energies.
They have also successfully been used for complexes not
used in the parameter optimization. Therefore, these param-
eters should be useful for QM/MM investigations of nucleic
acid structure employing the B3LYP hybrid density func-
tional QM method. It should, however, be noted that these
parameters have been developed to represent hydrogen
bonding interactions of nucleic acid bases, not base-stacking
interactions. The modifications made here seem unlikely to
affect the treatment of stacking significantly, but this should
be checked in applications where base-stacking is important.
The parameters developed here (especially the base-
independent parameters) also appear to perform reasonably
well for modeling chemical changes, based on results for
deprotonation reactions. However, parameters specifically
optimized for a given reaction may be preferable, for
enhanced accuracy.71 For the chemical changes modeled here,
the optimized parameters performed well, but it should be
remembered that in current QM/MM implementations a
compromise must usually be made between representing QM/
MM interactions of the substrate and product (and for
example the transition state), as the same van der Waals
parameters are typically used for all stages of a reaction. It
may be that a single set of (MM) parameters can represent
the interactions of all species in the reaction satisfactorily,
but this cannot be guaranteed in advance. Accordingly, we
believe that the best approach for QM/MM reaction model-
ing, in general, is to test the results for a given reaction and
to optimize the parameters for that specific application as
required. The parameters developed here should be a good
basis for the optimization of reaction-specific Lennard-Jones
parameters for QM atoms in QM/MM (CHARMM27)
studies of reactions involving nucleic acids.
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Study of the Conformational Dynamics of the Catalytic
Loop of WT and G140A/G149A HIV-1 Integrase Core
Domain Using Reversible Digitally Filtered Molecular

Dynamics

Sarah L. Williams and Jonathan W. Essex*

School of Chemistry, UniVersity of Southampton, Highfield,
Southampton SO17 1BJ, U.K.

Received May 14, 2008

Abstract: The HIV-1 IN enzyme is one of three crucial virally encoded enzymes (HIV-1 IN,
HIV-1 PR, and HIV-1 RT) involved in the life-cycle of the HIV-1 virus, making it an attractive
target in the development of drugs against the AIDS virus. The structure and mechanism of the
HIV-1 IN enzyme is the least understood of the three enzymes due to the lack of three-
dimensional structural information. X-ray cystallographic studies have not yet been able to resolve
the full-length structure, and studies have been mainly focused on the catalytic domain. This
central domain possesses an important catalytic loop observed to overhang the active site, and
experimental studies have shown that its dynamics affects the catalytic activity of mutant HIV-1
IN enzymes. In this study, the enhanced sampling technique, Reversible Digitally Filtered
Molecular Dynamics (RDFMD), has been applied to the catalytic domain of the WT and G140A/
G149A HIV-1 IN enzymes and has highlighted significant differences between the behavior of
the catalytic loop which may explain the decrease of activity observed in experimental studies
for this mutant.

1. Introduction

The HIV-1 integrase (HIV-1 IN) enzyme is one of three key
enzymes involved in the life-cycle of the HIV-1 virus. The
full length HIV-1 integrase enzyme comprises 288 residues
which, based on partial proteolysis, functional, and structural
studies, can be divided into three domains, the N- and
C-terminal domains and the catalytic domain.1-3 The N-
terminal domain (residues 1-50) consists of three R-helices
and a zinc binding site where conserved histidine and
cysteine residues coordinate a zinc ion, stabilizing the
interaction between the helices. The binding of zinc is
thought to promote the multimerisation of the enzyme which
enhances the enzyme’s activity.4-6 The third, C-terminal
domain (residues 212-288) is a nonspecific binding site of
DNA7-11 and additionally contributes to the multimerization,
which is essential to the integration process.12 In isolation,
both the C- and N-terminal domains are dimeric in solution,

but the C-terminal is monomeric when attached to the
catalytic domain.13

The central catalytic domain (residues 50-212) is com-
posed of a mix of R-helix and �-sheet structures (Figure 1).
This domain is the most conserved of the three and contains
the active motif, comprising residues Asp64, Asp116, and
Glu152 (DDE). The domain possesses a catalytic loop
(residues 140-149) which overhangs the active site and is
postulated to play an important role in the catalytic activity
of the enzyme through its role in positioning the substrates
in the active site for processing.

The HIV-1 IN enzyme catalyzes two stages of the HIV-1
virus life-cycle which occur after the viral-RNA genome is
reverse transcribed to produce the double-stranded DNA,14,15

a process carried out by the HIV-1 reverse transcriptase
(HIV-1 RT) enzyme. The first, 3′-processing stage involves
the removal of 2 deoxynucleotides from each of the 3′-ends
of the viral DNA, and the second, strand transfer stage then
covalently ligates these processed 3′-ends to the host
chromosomal DNA via transesterification reactions. The final* Corresponding author e-mail: J.W.Essex@soton.ac.uk.
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product is the provirus, which comprises the intact double-
stranded host DNA containing the inserted viral genetic
information.

All three of the domains of the full-length HIV-1 IN are
required to carry out the catalytic function of the enzyme.2

However, in isolation, the catalytic domain has the ability
to initiate the process of disintegration in Vitro.16,17 Disin-
tegration is the reverse process of strand transfer, whereby
the catalytic domain is able to release partially integrated
viral DNA from the host DNA.

Owing to the same active site being used for the two
distinct types of processes which utilize different substrates,
it is likely that the active site undergoes a conformational
change for each stage. Evidence for this hypothesis is given
by the ability of diketo acid inhibitors to selectively inhibit
the strand transfer while not affecting the 3′-processing
process.18

The arrangement of the three domains in the full-length
integrase enzyme still remains unknown due to the low
solubility and the tendency of the enzyme to aggregate.
Therefore, to gain structural information, the three domains
have been determined and studied in isolation by crystallogra-
phic19-22 and NMR methods.23-26 The catalytic core was
the first domain to be determined, and there are currently
approximately 15 structures of this domain available in the
Protein Data Bank (PDB),27 each containing either the F185K
or F185H solubility enhancing mutation. A few, more recent
studies have published a two-domain structure comprising
the catalytic core and C-terminal domains.28-30 As with the
determination of the core domain in isolation, not all residues
have been resolved, with missing or poorly defined loop
residues. It is believed that HIV-1 IN requires at least one
divalent metal ion (Mg2+ or Mn2+), placed between the
carboxylate groups of catalytic residues Asp64 and Asp116
in the active site (E152 is not involved),31-35 and an activated
water to behave as a nucleophile to be fully functional. The
divalent ions are required for both the reactions and for the

formation of the HIV-1 IN complex with the viral DNA.12,32

However, the first crystallographic studies of the catalytic
domain were carried out in the presence of cacodylate
(dimethylananic acid),19 which was critical in the enhance-
ment of the solubility of the enzyme. It is now thought that
the presence of this chemical provided a distorted representa-
tion of the active conformation where the active site aspartate
residues are not close enough to be able to bind a metal ion.
Experimental and MD studies have also found the absence
of the metal ion to significantly increase the flexibility of
the loop, presumably because of the absence of the interac-
tions between the ion and catalytic residues. Disruption of
the secondary structure has been noted in some MD
studies.22,36-38

The location of a second metal ion in the presence of the
DNA substrate has been suggested based on the similarities
of the function with DNA polymerase, with the second ion
being bound by D116 and E152. It is proposed that this ion
is required for the stabilization of the active conformation
in the presence of DNA.39 However, in the absence of any
structural data of integrase with the DNA substrate, there is
currently no evidence to prove the existence of the second
metal ion.

Studies of the activity of HIV-1 IN have been focused on
the catalytic domain since residues 50-190 are sufficient to
promote disintegration in vitro,16,17 which has been shown
to occur irrespective of whether or not cacodylate has been
used in the crystallization process.40 However, the structure
of this domain has not yet been fully determined unambigu-
ously by experimental techniques, especially the highly
mobile loop region which shows a high degree of disorder,
which is vital for the activity of the domain. As a conse-
quence, only a few crystal structures exist with the entire
loop resolved.35,22,41 Bujacz et al.41 determined a crystal-
lographic structure said to contain the active loop in an
extended conformation, with E152 shown to point away from
the other two catalytic carboxylates. According to the
assumed roles of these residues in the binding of metal ions,
based on comparison with the related avian sarcoma virus
(ASV) integrase, the authors surmise that the conformation
of the loop they observe is not that seen during catalysis.
Additionally, this structure does not contain the catalytically
important divalent metal ion. In the structure resolved by
Maignan et al.,35 the location of a Mg2+ ion has been
resolved, and the loop is positioned over the active site in a
“closed” and more compact conformation, likely to cor-
respond to an active conformation of the loop. The loop
structure overhangs the active site, and although the active
conformation adopted by the surface loop during the integra-
tion reaction is unknown, correlation has been found between
the flexibility of the loop and enzymatic activity.42 Mutagen-
esis experiments carried out by Greenwald et al.42 replaced
the loop hinge residues G140 and G149 (individually and
as the double mutant) with alanine, resulting in reduced
flexibility of the loop, demonstrated by the lower B values.
The greatest reduction is seen in the double mutant, and they
attribute the diminished catalytic HIV-1 IN activity observed
in their experimental studies as a consequence of this
decreased mobility. The authors suggest two possible mecha-

Figure 1. Catalytic core domain of the HIV-1 integrase
enzyme (PDB ID: 1BL3) with the following highlighted resi-
dues: active site residues, D64, D116, and E152 (red),
catalytically important tyrosine residue, Y143 (blue), and
R-carbon atoms of hinge residues, G140 and G149 (silver),
Mg 2+ ion (green). The catalytic loop residues (140-149) are
shown in orange.
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nisms causing the changes in enzyme activity, one being the
alteration of the equilibrium between the different conforma-
tions required at different steps in the catalytic cycle
compared with the WT. Alternatively, they suggest that the
structure adopted by the constrained loop mutants may
represent a nonfunctional conformation which is more stable.
However, the crystallographic determination of these struc-
tures was carried out in the presence of cacodylate which is
known to affect the conformational dynamics of the loop.36

1.1. Theoretical Studies of the Conformational Dy-
namics of the WT and G140A/G149A Mutant HIV-1
IN Core Domain. Lee et al.43 performed a number of MD
and locally enhanced sampling (LES)44,45 simulations of the
HIV-1 IN core domain of the WT and mutant containing
loop hinge mutants (G140A, G149A, and G140A/G149A),
using the AMBER2003 forcefield46 and explicit solvent. The
WT crystal structure (PDB code: 1QS4)47 of the HIV-1 IN
core domain used in this study contains the Mg2+ ion
coordinated by the D64 and D116 catalytic residues. The
mutant HIV-1 IN structures were created through the
mutation of the appropriate residues using the SwissPDB
software.48 This structure has two unresolved loop residues
(I141 and P142), which have been modeled in, again using
the SwissPDB software48 from chain B of the 1BIS22 (PDB
code) crystal structure, which contains these missing residues.
Initially, a number of short MD simulations were performed
on the WT and mutant structures, followed by the extension
(to 40 ns) of the most interesting trajectory. Their results
report the WT loop to move from its initial open state to a
closed state at ∼8 ns, in which it remains stable for almost
30 ns. After applying LES to this closed state, the reopening
of the loop is seen within 4 ns.

In the same study, MD and LES simulations involving
three mutants (G140A, G149A, and the double mutant,
G140A/G149A) produced results in agreement with experi-
mental studies of Greenwald et al.,42 demonstrating the hinge
movement of the loop to be less prominent in the structures
containing the single mutants, and completely eliminated in
the structure possessing the double mutant. They suggest that
the opening/closing ability of the loop is vital for catalytic
activity, and the mutants studied hinder this loop mobility,
thus affecting the activity of the enzyme.

1.2. Role of Tyr143 in Catalysis. The Tyr143 (Y143)
residue is situated at the top of the loop of the core domain
(Figure 1). Experimental studies have shown the presence
of a conserved tyrosine residue in the catalytic domain near
the active site in several retroviral integrase structures.1 Its
role in the mechanism of catalysis is based on the proposed
structural arrangement of the active site of E. coli polymerase,
where the residue is suggested to stabilize the activated water
molecule.49 Studies involving the mutation of this residue
have resulted in alteration of the preference of the nucleophile
during the 3′-processing reaction, from water (3′-processing)
to alcohol (strand transfer)50,51 thus demonstrating its
importance. The side chain of the Y143 residue pointing
toward the active site is generally assumed to be the active
orientation, and simulations carried out by Lee et al.43 and
De Luca et al.52 suggest that loop flexibility is required to
position Y143 in close proximity to the substrate DNA when

the loop is closed, thus suggesting a correlation between the
function of Y143 and loop dynamics.

In summary, this enzyme is relatively less well understood
compared with the HIV-1 protease (HIV-1 PR) and HIV-1
reverse transcriptase (HIV-1 RT) enzymes of the HIV life
cycle. Owing to difficulties in obtaining structural informa-
tion, the catalytic core domain is the main focus of the
majority of studies. The catalytic mechanism of this domain
is not fully understood, but theoretical and experimental
studies have demonstrated the importance of the side chain
orientation of Y143 residue in the loop and the dynamics of
the loop itself. However, the active form of the domain is
still not accurately known, and there is some ambiguity
concerning the highly mobile loop conformation and the
number of metal ions present. The G140A/G149A mutant
HIV-1 IN has been shown by an experimental42 and
theoretical43 study to diminish the catalytic activity of the
apoenzyme through the rigidifying of the loop. This reduction
in loop mobility prevents the loop assuming active confor-
mations and prevents the Y143 residue approaching the
active site.

A frequent problem in the process of inhibitor design is
the emergence of mutant variants affecting the binding ability
of the inhibitor. Several studies of mutant forms of the
catalytic domain have attributed a variation in enzyme
activity and inhibition compared with the WT enzyme to a
change in the dynamics of the important catalytic loop
structure.42,43,53-55 In this study, the conformational dynam-
ics of the catalytic domain has been investigated for the WT
and G140A/G149A HIV-1 IN enzymes to gain an increased
understanding of the operation of this mutation which is
reported to significantly decrease the catalytic activity of the
enzyme.

2. Methodology

The starting structure, chain C of 1BL3,35 an apo-form
of the wild type catalytic domain of HIV-1 IN, was taken
from the Protein Data Bank.27 This structure was chosen as
it was the only crystal structure available at the time
possessing all the residues of the loop (residues 140-149)
and included the catalytically important Mg2+ ion. Three end
residues, 210-212, are missing from this structure, but this
was not considered significant as they are located away from
the active loop, the focus of this study. The WHATIF56

program was used to add polar hydrogens and to check the
structure. The AMBER utility XLEAP57 was used to add
other hydrogen atoms and to solvate the system, with a
minimum distance of 12 Å from the protein, in a box of
8693 TIPS3P58 water molecules. One chloride counterion
was added to neutralize the overall charge of the system.

This structure contains two solubility enhancing mutants,
F185K and W131E, which were mutated back to their native
forms using the SCAP59,60 software, as it has been suggested
that they may cause a deformation of the native structure. A
previous experimental study has suggested that the F185K
mutant resulted in the mutant protein being more active than
the WT61 and simulations carried out by Lee et al. suggest
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the mutation to increase the flexibility of the catalytic loop
through disruption of this region.43

All simulations, unless otherwise stated, have been carried
out using the NAMD62 molecular dynamics package and the
CHARMM27 forcefield.63

Minimization was carried out in stages, starting with the
protein only (5000 steps), followed by solvent (30,000 steps),
ions (1000 steps), solvent and ions (20,000 steps), and finally
the entire system (40,000 steps), giving a total of 96,000
steps. Two minimization algorithms were used, initially the
steepest descent algorithm, followed by the conjugate gradi-
ent method. The minimized system was heated to 300 K in
the NVT ensemble. The procedure employed a Langevin
thermostat with a 10 ps-1 damping parameter. The heating
was carried out gradually in stages at 50 K intervals, each
interval being 20,000 steps long. Following this, a further
50,000 steps in the NVT ensemble were carried out using a
5 ps-1 thermostat damping parameter to control the tem-
perature of the system.

Equilibration simulations, using a Nosé-Hoover barostat
in the NPT ensemble were then carried out for 50,000 steps,
with a target pressure of 1 atm. A decay parameter of 100
fs and a piston period of 200 fs were used. A further 50,000
steps were run, with a decay parameter of 300 fs and a piston
period of 500 fs. The final equilibrated system had box
dimensions of 66.57, 68.17, and 61.88 Å.

The apo mutant system, possessing the G140A/G149A
double mutant, has also been studied. Since there are no
complete crystal structures of this double mutant which
possess the Mg2+ ion, the equilibrated WT structure was
taken, and the appropriate residues mutated using SCAP.59,60

Careful minimization and equilibration of this mutated
structure was carried out before use in simulations. Initially,
the mutated residues were minimized for 1000 steps while
restraining the rest of the system, followed by the minimiza-
tion of the rest of the protein for 5000 steps, the solvent and
counterion for 1000 steps, and, last, the entire system for
10,000 steps. Heating and equilibration of the system were
then carried out as for the WT structure.

The final equilibrated system had box dimensions of 66.63,
68.27, and 61.91 Å.

For each system, one MD production simulation, 20 ns in
length, has been carried out. All production MD simulations
were run in the NVT ensemble using a 2 fs time step, a
Langevin thermostat with a 5 ps-1 damping parameter at a
temperature of 300 K. Periodic boundary conditions were
used, along with a particle mesh Ewald treatment of
electrostatic interactions, using a interpolation order of 6,
and switching function applied to the Lennard-Jones interac-
tions between 9 Å and the 10.5 Å cutoff. PME gridsizes of
69 × 72 × 64 Å were used, similar values to those of the
boxsizes. SHAKE64 was applied to all bonds containing
hydrogen, using a tolerance of 10-8 Å.

2.1. RDFMD Simulation Details. Reversible Digitally
Filtered Molecular Dynamics (RDFMD) enhances confor-
mational change through amplification of the low frequency
motions of specific structural regions of a protein. Prior to
this study, the method has been successfully applied to a
number of protein systems, including E. coli dihydrofolate

reductase65 and apo WT HIV-1 PR.66 The details of the
method have been described previously in the litera-
ture,65,67,68,66 and a protocol of parameters for use on regions
of interest in proteins has been developed previously.65 The
parameters are heavily interrelated and some are system
dependent, and, therefore, a suitable set of parameters has
been optimized through trial and error for the study of the
WT and mutant HIV-1 IN systems simulated here. These
include the use of a digital filter designed to amplify
frequencies between 0-100 cm-1 using 201 coefficients, an
amplification factor of 2, a temperature cap of 700 K, and a
delay between filter applications of either 50 or 100 steps.
The filter sequences were separated by 4 ps of molecular
dynamics simulation in the NVT ensemble. This is sufficient
time for the system temperature to return to 300 K, and it is
during this period of time that conformations for analysis
are generated. The final results are taken from piecing
together the individual 4 ps MD runs. Each RDFMD
simulation produces 100 4 ps MD sections, totalling 400 ps.
Since the dynamics of the catalytic loop is thought to play
a fundamental role in the activity of the enzyme, all of the
atoms of residues in this region (140-149) have been
selected as the target region of the filter in the RDFMD
simulations. Simulations were run in the NVT ensemble
using the Langevin thermostat with a 5 ps-1 damping
parameter.

A total of 12 RDFMD simulations have been carried out
using six different starting structures with different velocities.
The last stage of the equilibration process was extended for
a further 60,000 steps, taking the velocities and starting
coordinates after every 10,000 steps, to generate each of the
six different starting structures.

3. Results

3.1. Flexibility of the Core Domain. Analysis of the root
mean squared fluctuations (RMSF) of the R-carbon atoms
of the residues of the catalytic domain over the length of
the MD and RDFMD simulations shows two main regions
of flexibility in both the WT and mutant HIV-1 integrase
enzyme. Both of these regions are loop structures (residues
140-149 and 186-194), with residues 140-149 comprising
the catalytic loop. The residues toward the ends of the
catalytic domain, which would be connected to the N- and
C-terminal domains in the full length HIV-1 IN, are also
shown to possess flexibility. The overall relative higher
flexibility of these regions is consistent with the profile of
B-factors calculated from MD simulations by Lee et al.43

Figure 2 compares the RMSF of the core domain of WT
and G140A/G149A HIV-1 IN over the length of the MD
and RDFMD simulations. In both the MD and RDFMD
simulations, the catalytic loop is shown to be slightly more
flexible for the mutant HIV-1 IN compared with the WT,
although this difference is perhaps negligible in the case of
the RDFMD simulations. These results are in contrast to
those reported in the theoretical studies of Lee et al.43 and
an X-ray crystallography study by Greenwald et al.42 which
concluded that the double mutant possesses significantly
reduced flexibility.
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3.2. Conformational Dynamics of WT and G140A/
G149A HIV-1 IN Catalytic Loop. Principal component
analysis (PCA) was used to identify the major motions of
the catalytic loop and highlight any differences in the
conformational dynamics which may occur as a result of the
mutation from glycine to alanine. In addition, this method
has proved useful in the evaluation of the conformational
sampling as a result of the RDFMD methodology used. All
PCA analysis has been carried out using the utilities provided
in tools of the gromacs simulation package.69,70

The trajectories of the R-carbon atoms of the catalytic loop
(residues 140-149) of each of the HIV-1 IN systems have
been used as the data set in the calculation of the covariance
matrix for PCA, with fitting carried out using the nonloop
residues. The noncatalytic loop residues have been disre-
garded for this analysis to avoid the dynamics of the region
of interest being obscured by the dynamics of the rest of the
protein. Additionally, to compare the eigenvectors of the
different MD and RDFMD trajectories, the same reference

structure has been used; the R-carbon atoms of the first
equilibrated WT HIV-1 IN system.

For each of the RDFMD and MD simulations, the number
of eigenvectors chosen for study was based on the proportion
of the total motion captured and by visual inspection of the
motions they represent. As a result, the first two eigenvectors
were selected (represent >70% of total motion in MD and
RDFMD simulations), and further eigenvectors have been
disregarded as they represent higher frequency motions and
were harder to define.

3.2.1. Cross-Correlation Analysis. Comparison of the
inner-products between two eigenvectors has been used to
indicate the level of correlation between them, and correlation
coefficents provide quantitative information to describe this
correlation. A correlation coefficient value of 1 demonstrates
the two eigenvectors being compared to be identical, and a
value of 0 means the eigenvectors are orthogonal.

Intially, the twelve RDFMD trajectories of the WT and
mutant HIV-1 IN systems were concatenated to form two

Figure 2. RMSF of the R-carbon atoms of all residues of the core domain for the WT and G140A/G149A mutant: (a) MD
simulations and (b) RDFMD simulations. The standard error for each residue for each of the 12 RDFMD simulations has been
calculated.
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single trajectories (WT and mutant), and PCA was performed
on the catalytic loop as described earlier. Comparison of the
first few eigenvectors between the WT and mutant are shown
to be highly comparable (correlation between inner-products
of eigenvectors 1: 0.814, eigenvectors 2: 0.686ssee the
Supporting Information for cross-correlation plot), and so
further PCA analysis was carried out on a single trajectory
incorporating all the G140A/G149A and WT trajectories
together (i.e., 24 RDFMD trajectories concatenated into one).
This allows for direct conformational sampling comparisons
to be made between the WT and mutant systems (details
given later).

Analysis of the eigenvectors generated by MD simulations
shows high diagonal correlation with those of the RDFMD
simulations for both the WT (correlation coefficient between
inner-products of the first eigenvectors: 0.870, second
eigenvectors: 0.766ssee the Supporting Information for
cross-correlation plot) and mutant simulations (correlation
coefficient between inner-products of the first eigenvectors:
0.754, second eigenvectors: 0.600). This demonstrates that
the catalytic loop undergoes the same types of movement in
RDFMD simulations as it does in MD simulations, thus
confirming the RDFMD methodology to sample reasonable
conformations of the catalytic loop. Owing to the similarity

of the eigenvectors generated by MD and RDFMD simula-
tions and to evaluate the sampling of the MD and RDFMD
simulations rigorously, the trajectories were projected onto
the same eigenvectors. For this purpose, the first two
eigenvectors generated by the concatenated WT and mutant
RDFMD trajectories were chosen. Although the first two
eigenvectors of the MD and RDFMD simulations are similar,
the eigenvectors of the RDFMD simulations have been
generated through the concatenation of several simulations
using several different starting structures, rather than based
on just a single simulation, as with the MD simulations.

It is noted that an increase in motion is expected to be
observed for the RDFMD simulations compared with the
MD simulations as both sets of trajectories are projected onto
the eigenvectors of the RDFMD simulations.

Figure 3 shows the extremes of loop motion of the WT
and mutant HIV-1 IN loop as a result of the projection of
the trajectories onto the first two eigenvectors. The first
eigenvector shows the opening/closing gating motion of the
catalytic loop toward and away from the active site (Figure
3(c),(d)), a motion thought to be associated with access to
the active site, with the loop predicted to overhang the active
site in the closed conformation. The second eigenvector
shows the loop moving from a more compact structure which

Figure 3. Extreme conformations sampled by the concatenated WT and G140A/G149A HIV-1 IN RDFMD trajectories projected
on the first two eigenvectors (black: WT, red: G140A/G149A HIV-1 IN). Eigenvectors generated from the concatenation of the
WT and G140A/G149A HIV-1 IN RDFMD trajectories.
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leans over to one side, to a more extended conformation of
the loop which spans a larger area (Figure 3(e),(f)).

3.3. Comparison of the Conformations of Catalytic
Loop Sampled by the WT and G140A/G149A HIV-1
IN MD and RDFMD Simulations. The WT and G140A/
G149A MD and RDFMD trajectories have been projected
onto the first two eigenvectors generated from the concat-
entation of the 24 WT and G140A/G149A HIV-1 IN
RDFMD trajectories, resulting in the two-dimensional plots
shown in Figures 4 and 5. The sampling of these plots will
demonstrate any correlation between these two eigenvectors
and will also highlight differences in the conformations
sampled by the MD and RDFMD simulations. The numbered

regions marked on the two-dimensional plot (Figures 4 and
5) show the extremes of sampling of the first two eigenvec-
tors for the WT and G140A/G149A HIV-1 IN, and the
corresponding conformations are visualized in Figure 3.

Sampling along the x-axis of the two-dimensional plots
demonstrates the sampling of eigenvector 1, with negative
values corresponding to the loop moving over the active site
(closed conformation) and positive values corresponding to
the loop moving backward, away from the active site (open
conformation, Figure 3(c),(d)). Values along the y-axis
demonstrate the sampling of the second eigenvector, with
positive values corresponding to a compact loop conforma-
tion which leans to one side, and negative values cor-

Figure 4. Sampling of the first two eigenvectors, generated from the projection of the WT RDFMD (black) and the MD (blue)
simulations onto the eigenvectors of the catalytic loop created from the concatenation of all RDFMD trajectories. (The six different
starting structures are represented by green circles). The numbers show the extremes of sampling. Regions marked 1 and 2 on
a plot are represented by Figure 3(c),(d) (black), and regions 3 and 4 marked on a plot are represented by Figure 3(e),(f)
(black).

Figure 5. Sampling of the first two eigenvectors, generated from the projection of the G140A/G149A mutant RDFMD (red) and
the MD (blue) simulations on the eigenvectors of the catalytic loop created from the concatenation of all RDFMD trajectories.
(The six different starting structures are represented by green circles.)
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responding to the more extended catalytic loop structure
which spans a larger area (Figure 3(e),(f)).

The plots clearly show the RDFMD simulations to sample
a greater range of conformations of the catalytic loop
compared with the MD simulations, with the sampling by
the RDFMD simulations shown to largely encompass the
area of sampling of the MD simulations. Owing to the larger
amount of conformational space sampled by the RDFMD
simulations, comparisons between the loop conformations
sampled by the WT and G140A/G149A HIV-1 IN were
based on the RDFMD simulations.

Figure 6 overlays the sampling of the WT and mutant
RDFMD simulations, demonstrating a difference in the
sampling of these two eigenvectors for the WT and G140A/
G149A HIV-1 IN RDFMD simulations.

The WT RDFMD simulations show a clear main sampling
area where the sampling is shown to be denser on the two-
dimensional plot. This is not the case in the mutant RDFMD
simulations, whose sampling distribution appears to be more
diffuse with no obvious main area of sampling.

Comparison of the sampling of the WT and G140A/G149A
HIV-1 IN simulations along eigenvector 1 clearly shows the
mutant HIV-1 IN simulations to preferentially sample a larger
proportion of open-type conformations (postive values) and
fewer closed conformations (negative values) and is able to open
further compared to the WT HIV-1 IN simulations (Figure 3(d)).
In contrast, the loop of the WT HIV-1 IN is shown to sample
significantly more conformations where the loop is closed,
overhanging the active site compared with the mutant HIV-1
IN, demonstrated by the greater sampling of the negative values
of eigenvector 1.

Assessment of the sampling of the second eigenvector also
reveals differences between the loop conformations of the WT
and G140A/G149A RDFMD simulations. The WT HIV-1 IN
is shown clearly to preferentially sample conformations where
the loop is in its compact conformation where it leans to one
side (more positive values of eigenvector 2) and to be able to
achieve conformations which are more compact compared with

those sampled by the RDFMD simulations of the mutant HIV-1
IN loop (see Figure 3(e)). In contrast, the loop of the G140A/
G149A HIV-1 IN demonstrates a significantly greater amount
of sampling of the extended conformation (negative values of
eigenvector 2).

Generally, where the WT RDFMD simulations sample the
more compact conformations of the catalytic loop, where it
leans to one side, the loop is more likely to be in a more
upright position, intermediate between fully open or closed
(i.e., the most positive/negative values of eigenvector 1 are
not sampled). At these times, the mutant RDFMD HIV-1
IN loop simulations are unable to sample the compact
conformations seen in the WT RDFMD simulations and are
shown to sample an increased range of more extended loop
conformations. Additionally, where the loop is seen to
overhang the active site in the closed position (negative
values of eigenvector 1), the loop is shown to more likely
sample the second eigenvector corresponding to slightly
extended loop conformations (Figure 3(c),(d)). This correla-
tion of sampling indicates that, in order for the loop to move
into the most closed conformation, which is postulated to
be an active conformation, in closer proximity to the active
site residues (D116, D64, and E152), the loop cannot exist
in the very compact conformations, which are associated with
the loop leaning to one side; instead the loop must be at
least slightly extended.

Analysis of the φ and ψ torsion angles (Figure 7) of the
loop hinge residues of the WT (G140/G149) and mutant
(A140/A149) reveal the expected restricted dihedral sampling
of the larger alanine residue, with virtually no sampling of
positive φ values for the A140 and A149 residues. This does
not appear to impact on the overall flexibility of the mutant
loop, as demonstrated by RMSF (Figure 2), with the mutant
enzyme demonstrating similar loop flexibility to the WT.
Instead, the results indicate a change in the equilibrium of
open/closed conformations sampled. Analysis of the trajec-
tories shows the additional methyl group of the alanine
compared with the glycine residue to result in steric

Figure 6. Projection of concatenated WT (black) and G14A/G149A (red) RDFMD simulation trajectories of the loop onto the
first and second eigenvectors.
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hindrance with other residues of the loop. An example is
shown in Figure 8 where Gly149 and Ile141 are in close
contact in the WT, allowing the loop to be in a compact
conformation. In the case of the mutant catalyic loop, which
is unable to sample such compact loop conformations, the
residues would not be able to approach as closely owing to
steric repulsion and resulting in a less compact conformation.

In summary, the loop of the G140A/G149A RDFMD
simulations can open further than the WT (as also noted by
Lee et al.)43 and preferentially samples the open conforma-
tion, whereas the loop of the WT HIV-1 IN RDFMD
simulations is able to close over the active site to a greater
extent. The variation in the sampling of open/closed con-
formations seen between the WT and mutant HIV-1 IN loop
may be due to the glycine to alanine mutation limiting the
formation of the more closed conformations owing to steric
repulsion with other residues of the loop.

3.4. Role of Tyrosine 143 (Y143). It has been predicted
that the Y143 residue plays an important role in the catalytic
activity of this core domain. Based on the activity of 3′-5′
exonuclease of E. coli polymerase I,49 it has been suggested
that this residue may be involved in the stabilization of, and
in guiding, the nucleophile through a hydrogen-bond interac-
tion, thus assisting in the catalysis of the hydrolytic and
phosphoryl transfer reactions. The assumed active side chain
conformation of this residue points downward toward the
active site, and it has been suggested that the dynamics of
the catalytic loop may play a role in the positioning of the
Y143 residue. Therefore, a change in the dynamics of the
loop relative to the WT HIV-1 IN would affect the catalytic

Figure 7. Sampling of φ - ψ dihedral angles of the two hinge residues by WT and G140A/G149A HIV-1 IN RDFMD simulations.

Figure 8. Compact conformation of catalytic loop sampled
by WT RDFMD simulations. G140 and G149 residues high-
lighted in blue van der Waals representation. Ile141 repre-
sented in red van der Waals representation.
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activity of the domain. The loop of the G140A/G149A HIV-1
IN is shown to be able to open to a greater extent and unable
to overhang the active site as was observed in the RDFMD
simulations of the WT HIV-1 IN. Therefore, the Y143 would
reside further from the active site for a greater amount of
time compared with the WT and reduce catalytic activity,
whereas the WT samples more closed conformations, thus
providing more opportunity for the catalytically important
Y143 to be near the active site residues.

4. Conclusions

In this study, the RDFMD technique has been shown to
efficiently enhance the range of conformations sampled for
the HIV-1 IN enzyme compared with MD simulations. The
results of RDFMD simulations highlight differences in the
conformational dynamics of the catalytic loop between
the WT and G140A/G149A HIV-1 IN which may explain
the diminished disintegration activity observed in the pres-
ence of the G140A/G149A mutant. The results indicate
agreement with previous suggestions proposing the impor-
tance of the Y143 residue in the catalytic mechanism and
the function of the loop to position this residue in the correct
orientation for the functional form.43,50-52 However, unlike
previous studies,42,43 the mobility of the mutant loop is not
reduced compared to the WT; when comparing data from
several RDMFD simulations, the results indicate the mobility
to be largely similar. It must be remembered, however, that
the previous experimental studies42 were carried out in the
presence of cacodylate which is known to affect the con-
formational dynamics of the loop by preventing the binding
of the essential metal ion.

The results of this study indicate the mechanism for the
diminished catalytic activity could be due to a difference in
the equilibrium between the open/closed conformations of the
WT and G140A/G149A HIV-IN catalytic loops. As mentioned,
the active conformation of the enzyme is presumed to involve
the Y143 side chain being positioned close to the active site,
with the hydroxyl group pointing downward. The PCA results
show the G140A/G149A HIV-1 IN system to sample a larger
number of conformations where the catalytic loop is open.
Additionally, the loop is able to open further and is not able to
close to the same extent as seen in the RDFMD simulations of
the WT HIV-1 IN. The cause of the difference in sampling is
postulated to be due to increased steric hindrance between loop
residues in the mutant HIV-IN domain, as a result of the larger
size of the alanine residue. These differences in conformational
sampling of the loop may result in the decreased likelihood of
the Y143 side chain being in a suitable location and conforma-
tion for the catalytic mechanism to take place in the mutant
HIV-1 IN.

Owing to the sampling limitations presented by using
conventional MD simulations, the RDFMD methodology has
played a crucial role in this study, identifying the proposed
differences in dynamics between the WT and G140A/G149A
mutant HIV-1 IN.
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MM-PBSA Captures Key Role of Intercalating Water
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Abstract: The calculation of protein interaction energetics is of fundamental interest, yet accurate
quantities are difficult to obtain due to the complex and dynamic nature of protein interfaces.
This is further complicated by the presence of water molecules, which can exhibit transient
interactions of variable duration and strength with the protein surface. The T-cell receptor (TCR)
and its staphylococcal enterotoxin 3 (SEC3) binding partner are well-characterized examples
of a protein-protein interaction system exhibiting interfacial plasticity, cooperativity, and additivity
among mutants. Specifically engineered mutants induce intercalating interfacial water molecules,
which subsequently enhance protein-protein binding affinity. In this work, we perform a set of
molecular mechanics (MM) Poisson-Boltzmann (PB) surface area (SA) calculations on the wild
type and two mutant TCR-SEC3 systems and show that the method is able to discriminate
between weak and strong binders only when key explicit water molecules are included in the
analysis. The results presented here point to the promise of MM-PBSA toward rationalizing
molecular recognition at protein-protein interfaces, while establishing a general approach to
handle explicit interfacial water molecules in such calculations.

Introduction

Methods to calculate relative binding free energies vary in
computational expense and accuracy. The more computa-
tionally expensive methods, i.e. free energy perturbation or
thermodynamic integration,1 can calculate relative binding
free energies to within a few kcal/mol of experimental values
or better. Absolute estimates of binding free energy remain
difficult; however, for applications in drug and protein design,
it can be useful to differentiate strong from weak binders.

Srivinasan et al.2 proposed an intermediate method. It
calculates average free energy differences between bound
and unbound states via examination of a molecular dynamics
simulation. A molecular mechanics (MM) force field is used
to calculate the internal energy, while a Poisson-Boltzmann
(PB) calculation yields the polar component of the solvation
free energy. The nonpolar contribution correlates with the
surface area (SA). The method is known as MM-PBSA.

Previous applications of MM-PBSA included binding to
nucleic acids2,3 and small molecule binding to enzymes.4,5

Applications of MM-PBSA to protein-protein interactions
are relatively new and far less common. An example is the
work by Gohlke and Case6 on the Ras-Raf system. Of
particular interest is to gain insight into molecular recogni-
tion. The ability to design protein surfaces that bind a given
target protein or molecule has great potential for therapeutic
treatment.7 This is challenging because it is necessary to
capture small effects on binding affinity due to mutations or
other perturbations at the protein surface. Furthermore, the
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effects may be subtle and in some cases involve intercalating
water molecules.

An example of how mutations can induce intercalating
water molecules and improve binding affinity is the engi-
neering of a T-cell receptor mutant that binds staphylococcal
enterotoxin 3 (SEC3) 1000 times more strongly than wild
type8 (Figure 1). These systems are exceptionally well
characterized in terms of their binding, thermodynamics, and
structures and are examples of protein-protein systems that
exhibit interfacial plasticity, cooperativity, and additivity
among mutants. The effect of each TCR mutation (G17E,
A52V, S54N, K66E, E80V, L81S, T87S, G96V) was
analyzed via extensive kinetic and structural studies.9,10 In
some cases, the affinity was additive, whereas in others it
was cooperative.

The role of water at the interface of biomolecular
complexes remains an open and intriguing question.11,12 In
the case of the barnase/barstar and the D1.3/lysozyme
complexes, it was found that crystallographically resolved
water molecules accounted for 25% of the total interaction
energy.13 There is evidence that removing water mediated
contacts, via introduction of functional groups that replace
the water, can diminish binding in some cases,14-17 while it
can be favorable in others.18-20 Moreover, the environment
surrounding the water molecule(s) seems to play an important
role. Olano and Rick21 found that transferring a water
molecule from the bulk solvent to a hydrophilic cavity is
favorable (-4.7 kcal/mol), whereas transferring it to a
hydrophobic cavity will be unfavorable (4.7 kcal/mol). Thus
a protein-protein interface, which may contain variable
interaction types, may present a combination of favorable
and unfavorable water mediated contacts.

In this work, we perform three separate explicitly solvated
molecular dynamics (MD) simulations using the available
high-resolution crystal structures of the TCR/SEC3 com-
plexes and perform MM-PBSA analyses on the resulting

trajectories in order to capture their experimentally known
binding affinities. The systems include the wild type and two
strongly binding mutant systems. Our results show that the
MM-PBSA method is able to discriminate between the
strongly binding mutants and the weaker-binding wild type
complex and suggest that including explicit water molecules
in the binding energy calculations was crucial to obtaining
the correct energetic trends with statistical significance.

Methods

Molecular Dynamics Simulations. The crystal structures
used in this study had PDB codes 2AQ1 (KD ) 5.50 × 10-9

M), 2AQ2 (KD ) 1.14 × 10-8 M), and 2AQ3 (KD ) 7.55 ×
10-6 M), which span 3 orders of magnitude in terms of their
binding affinities. The protonation states of the histidines and
other titratable groups was determined with the WHATIF
program.22 All crystallographically resolved water molecules
were retained in the systems; however, the ions (zinc and
sulfate) were removed. No additional water molecules were
added at the interfaces of any of the complexes. The
Amber99 force field23 was used with xLeap in Amber924

for system setup. A box of TIP3P water molecules25 was
added to solvate to each system. The composite systems each
contain approximately 55,000 atoms (Table 1).

The systems were energy minimized for 50,000 steps with
NAMD2.626 and then equilibrated at 298.15 K in the
isobaric-isothermal (NPT) ensemble for 2 ns. Periodic
boundary conditions and the hybrid Nose-Hoover Langevin

Figure 1. The three simulated systems are structurally aligned for comparison. The SEC domain and Vb domain are shown in
cartoon representation, with the mutated positions shown in licorice (hydrophobic residues in white, polar in green, negatively
charged in red, positively charged in blue). An excerpt of the full sequence alignment is shown with mutated positions highlighted
and numbered.

Table 1. Summary of Each of the Simulated Systems

system mutants
number of

atoms
total simulation

time

2aq1 H72Q-r:SEC3-1A4 54,541 16 ns
2aq2 A52V/S54N/K66E: SEC3-1D3 55,435 16 ns
2aq3 mTCR15-SEC3 54,722 16 ns
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piston method27 were used to control pressure at 1 atm. After
2 ns, dynamics were continued in the canonical (NVT)
ensemble for an additional 16 ns. All hydrogen bond lengths
were constrained with the RATTLE algorithm, thus allowing
a 2 fs time step. A multiple time-stepping algorithm was
utilized, where bonded interactions were evaluated at every
time step, and short-range nonbonded interactions were
evaluated every 2 timesteps, and long-range electrostatic
interactions were evaluated every 4 timesteps.28,29 Particle
mesh Ewald was employed to efficiently treat electrostatics.30

Simulations were performed on the San Diego Supercom-
puter Center’s Datastar platform with 64 processors, and each
nanosecond of dynamics took approximately 0.18 days. The
hydrogen bonding and salt bridge interaction analyses were
performed with VMD31 and Matlab.

MM-PBSA Calculations. MM-PBSA is a well-estab-
lished method to calculate binding free energies. It requires
dynamical sampling of the complexed system, usually in
explicit water, and postprocessing of the trajectory structures.
The binding free energy may be calculated by comparison
of the complexed trajectory with separate trajectories of the
unbound monomers or, as is more typically the case, from a
single trajectory of the complex. The binding free energy is
calculated using a simple thermodynamic cycle from the
energy difference between the complex and the two unbound
binding partners. The free energy of each species is calculated
as follows

Gtot )HMM +Gsolv - T∆Sconf (1)

where HMM corresponds to the molecular mechanics energy,
or enthalpic, contribution and is given by

HMM ) ∑
bonds

Kr(r- req)
2 + ∑

angles

Kθ(θ- θeq)
2 +

∑
dihedrals

Vn

2
(1+ cos[n�- γ])

+ ∑
i<j

atoms Aij

Rij
12
-

Bij

Rij
6
+ ∑

i<j

atoms qiqj

εRij
(2)

where, per the Amber9 manual, the first sum is over all the
chemical bonds, the second term sums over all the angles,
the third addresses the dihedral angle potential, and the last
two terms explicitly describe the van der Waals and
electrostatics contributions, respectively. The indices i and j
denote individual atoms. ε is the dielectric constant.

Gsolv denotes the solvation free energy. There are two parts
to this term. First there is the nonpolar contribution, i.e. the
cost of opening a cavity in the condensed phase. The product
of the surface area and an effective surface tension term often
approximates the nonpolar contribution. There are, however,
further corrections based on attractive and repulsive
solvent-solute interactions that improve the estimate of the
nonpolar contribution.32 Second, the surrounding dielectric,
water, responds to protein atomic charges inside the cavity.
The work involved is the polar contribution to solvation.
Unlike the molecular mechanics contribution, it implicitly
includes the solvent entropy.

The entropy term should, in theory, account for the
conformational entropy change of the two binding partners

upon complexation. However, due to the complicated and
computationally intensive nature of calculating entropy, only
an approximate quantity is computed. Here, we perform a
normal-mode analysis, using Nmode in Amber9, to compute
the vibrational, rotational, and translational entropy.

For each complex snapshot, free energy calculations for
the structure of each binding partner are carried out separately
(in the absence of the other binding partner). The binding
free energy is approximated by the difference

∆Gbind )Gtot(complex)-Gtot(monomer A)-
Gtot(monomer B) (3)

When comparing protein-protein binding of single residue
mutants, Massova and Kollman33 found the entropic con-
tribution difference nearly canceled. Because of the high
computational cost of this calculation and its approximate
nature, it is often omitted from the overall binding free energy
estimate.

Here, the MM-PBSA analysis was performed using the
Amber parm99 force field for the MM contribution and
APBS34 for the Poisson-Boltzmann contribution. In order
to achieve this, the iAPBS35 patch was used to call APBS
from Sander, the MD engine in Amber 9.

For the MM contributions, the dielectric constant was set
to 1.0, and the interaction cutoff distance equaled 999 Å.
Other parameters were default. For the APBS calculation,
the grid spacing was 0.5 Å in each dimension, the solvent
dielectric was set to 80.0, the protein dielectric was set to
1.0, the solvent radius was set to 1.4 Å, the boundary
condition (bcfl) was set to 2, there were no counterions, the
cubic spline window was set to 0.3, and the rest of the
parameters were default values.

Selection of Interface Water Molecules. In this study,
we chose to consider the effect of interfacial water molecules
between SEC3 and its binding partners, e.g., the wild type
and mutant TCRs, on the MM-PBSA calculations. In one
case, we included all the interface water molecules; more
specifically, the closest 200 water molecules to the protein
interface were selected and included in the end point free
energy calculations. The closest distances of each water
molecule to the SEC3 domain and the TCR domain were
computed. At every trajectory snapshot and for each water
molecule, these two distances were summed, and this sum
was used as a metric for the selection process. The 200 water
molecules with the smallest sum of squared distances were
chosen as interface water molecules for each snapshot. The
interface water molecules were considered part of SEC3 for
the purposes of the MM-PBSA calculations.

In the second case, we focus on fewer, specific water
molecules that were suggested by the crystal structures to
mediate contacts between residues Asn54 and Glu56 of TCR
with the backbone amide of SEC3 Phe206 (Figure 2). To
do that, at each trajectory snapshot, the shortest distance from
each water molecule to TCR residues 54, 56, and SEC 206
was computed. For each water molecule, the square of the
minimum distance to each of the residues was summed. This
sum was used as a metric of how close any given water
molecule was to the site of interaction. This list was sorted,
and the two water molecules with the smallest sum of squared
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distances were chosen as the bridging water molecules for
each snapshot. The same procedure was followed for the
wild type and mutant trajectories; the two interface waters
closest to TCR residues 54 and 56 and SEC3 residue 206
were included in the wild type calculation. The intercalating
water molecules were considered part of SEC3 for the
purposes of the MM-PBSA calculations.

Block Averaging. Each trajectory was divided in 5 equal
sections. MM-PBSA results for each of these segments were
averaged. The standard error of the mean for these five data
points was reported.

Results and Discussion

Kieke et al.8 produced TCR mutants and selected the best
binders against SEC3. Two iterations of this process yielded

a mutant system that binds 1000 times stronger than wild
type. The strongly binding complex involved nine mutations:
G17E, A52V, S54N, K66E, Q72H, E80V, L81S, T87S, and
G96V.10 Four of the mutations are located at the binding
interface (A52V, S54N, K66E, and Q72H); the other five
are distal to the interface and did not show a significant
contribution to the binding affinity.10

To explore the structural effects of the mutations, Cho et
al.9 resolved crystal structures of two mutant complexes. The
H72Q-r system (PDB code: 2aq1) has eight of the total nine
mutations and a dissociation constant of 5.5E(-9) M; Q72H
was reversed, but it has a minor effect on the binding affinity
(Kd ) 5.5E(-9) M versus 5.3 E(-9) M). The A52V/S54N/
K66E system (PDB code: 2aq2) involves three mutations
(A52V, S54N, and K66E) and has a 1.1 E(-8) M dissocia-
tion constant. Molecular dynamics simulations of these two
mutants and the wild type complex were performed (Table
1), and the resulting trajectories were analyzed via MM-
PBSA.

MD Simulations. MD simulations of the two mutants and
wild type complexes spanned 16 ns. These were explicit
solvent simulations, under periodic boundary conditions, with
neutralizing counterions and where electrostatics were treated
via PME.30,36 Except for minor fluctuations, the CR rmsd of
the trajectories is below 2.5 Å for the wild type system and
below 2.0 Å for the mutants (Supporting Information).

Effect of Interfacial Water. Cho et al.9 noted that the
structure of the Ser54Asn mutant introduces several new
bridging water molecules across the interface that were not
present in the wild type system. These ordered interfacial
water molecules, herein called intercalating water molecules,
persisted in their original location at the interface throughout
the 16 ns simulation (Figure 2). The wild type Ser54 system
is also able to order water across the interface, but it easily

Figure 2. The S54N mutation stabilizes a water-mediated contact. A) Ser54 makes a water medicated contact with the backbone
carbonyl of SEC3 Phe206. B) Ser54 in a conformation where the contact is broken. C) Asn54 making the water-mediated contact
and also a hydrogen bond interaction with Asp56.

Figure 3. Distance probability density for a water-mediated
interaction across the interface. The interaction involves the
backbone carbonyl of SEC3 Phe206 and either 1) the OH
group of Ser54 (wild type) or 2) the amide group of the S54N
mutant side chain. It is clear the Asn54 side chain makes this
water mediated contact nearly all of the time.
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adopts a second conformation that disrupts the hydrogen
bond network. When Asn substitutes Ser, it forms a hydrogen
bond with Asp56, which better positions it for ordering the
interactions with the intercalating water molecules. Both the
Ser and Asn contact the carbonyl oxygen of Phe206 on SEC3
via this water-mediated interaction. To quantify the difference
in behavior between these two residues, the distance distribu-
tion between the F206 carbonyl oxygen and either the alcohol
hydrogen of Ser54 or amide hydrogen in the case of the
S54N mutant was calculated (Figure 3). As this distance is
mediated by two water molecules, it is longer than the usual
3.5 Å between hydrogen bond donor and acceptor atoms.
This result shows a dramatic shift in the distance distribution
toward a shorter distance for the Asn mutant.

End Point Free Energy Calculations. In the first and
simplest case, we performed a MM-PBSA calculation on
only the protein domains, without including any explicit
water molecules. Such calculations have been shown in the
literature to work for other protein-protein systems, such
as the Ras-Raf complex.6 The results of this calculation were
indeed able to predict the correct binding affinity trend for
the three systems, but their statistical uncertainties overlap
(Table 2). The absolute free energy binding estimates were
not correct, nor would we expect them to be given the
approximations used in this study, such as neglecting the
internal (strain) energy of the systems and entropic contribu-
tions. The standard error of the mean, however, indicates
that when only the protein domains are included in the
calculations, the three systems yield binding energy results
that are all within statistical error.

Entropy contribution estimates, using a harmonic ap-
proximation, yielded essentially the same results for the three
complexes (T∆S ) -39.8, -40.8, -40.0 with a standard
deviation of ∼10 kcal/mol). Due to their similar values and
large standard deviations, these values were not included in
the analysis. The similarity of these entropy values is not
surprising. In their work on computational alanine scanning,
Massova and Kollman33 found entropy contributions to be
nearly the same for alanine mutants of a protein-peptide
complex. It is also important to keep in mind that it is difficult
to converge these estimates,44 which may explain the large
standard deviations. Fortunately, even without including these
contributions, the effect of alanine mutations can be captured,
to some extent, via MM-PB(GB)SA analysis.6

As a second case, all interfacial water molecules were
included in the free energy calculations. More specifically,
the 200 closest water molecules to both subunits were
selected in each frame and included as part of the SEC3
domain in the MM-PBSA calculations. This approach is
similar to hybrid solvent models where the first hydration

shell is explicitly included, and a continuum solvent model
approximates the bulk solvation beyond that point.37,38 The
results including all interface water molecules yielded an
incorrect energetic trend as compared to experimental binding
affinities and high absolute values for the binding affinities
in all three cases (Table 2). In addition, the statistical error
is significantly higher than the other two scenarios consid-
ered. The larger number of explicit electrostatic and van der
Waals contributions to the energetic terms causes the
perceived higher binding affinity. In principle, this effect
should be the same for the three cases and the relative
difference between them should be unaffected. However, the
statistical error in this case increases beyond the binding
affinity differences; therefore, the ability to discern among
the mutant and wild type systems is further reduced.

In a third case, the MM-PBSA analysis explicitly included
two interfacial water molecules, which were first identified in
the Ser54Asn mutant crystal structure (Figure 2). The two water
molecules were considered as part of SEC for these calculations.
The actual water molecule coordinates were taken from each
individual MD snapshot so that they were the closest two water
molecules to TCR residues 54 and 56 and SEC3 residue 206.
When these two intercalating water molecules were included,
the correct energetic trends were reproduced, and it was possible
to discern between the strongly binding mutants and the weaker
binding wild type complex with statistical significance (Table
2). This result underscores the importance of including specific
interface water molecules, and not necessarily all water
molecules, for the computational prediction of the binding
energetics. In this case, the Ser54Asn mutation introduced an
important water-mediated contact between the two protein
subunits. Without accounting for explicit water, the contact is
lost, along with the higher binding affinity that accompanies
this mutation. These results are further substantiated by a
previous study that employed end point free energy calculations
for a nucleic acid system, which also showed better performance
when a key explicit water molecule was included in the
analysis.3

Considered more broadly, these results are not surprising
considering that water is well-known to play an important
role in protein dynamics and function.39 The water molecules
in the first hydration shell, which make direct contacts to
protein residues, adapt to the topology and physicochemical
character of the protein surface.40 The subsequent dynamics
of these water molecules is affected by the hydrophobicity
and curvature of the protein surface.41 Longer residence times
of water molecules that make ordered interactions with
exposed protein groups are frequently exhibited at protein-
protein interfaces, and these longer residence times are
typically related to stronger interaction energies.42

Table 2. MM-PBSA Results Using iAPBSa

iAPBS/MM-PBSA results H72Q-r
std error
of mean A52V S54N K66E

std error
of mean wild type

std error
of mean

experimental Kd 5.5 E(-9) M 1.1 E(-8) M 7.6 E(-6) M
no water molecules included -47.7 3.1 -47.2 0.8 -44.1 1.2
interfacial water molecules (200) -146.3 4.7 -143.8 14.7 -148.2 3.0
intercalating water molecules -55.3 2.8 -54.3 0.8 -46.2 1.4

a All results are in kcal/mol, except for the experimental Kd data. The internal entropy contributions are not included in these estimates
since it was nearly the same for the three cases.
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Limitations of the Method. The failure to differentiate
between the H72Q-r and A52V/S54N/K66E mutants may
be attributed, at least in part, to two reasons. First, the 10-
fold difference in dissociation constants between the com-
plexes corresponds to ∼1.6 kcal/mol binding free energy.
This difference is very close to the error margin (∼1.35 kcal/
mol) for the more rigorous and computationally intensive
free energy of perturbation or thermodynamic integration
calculations.43 Therefore, it would be very surprising if this
method could reliably rank complexes so similar in affinity.
Second, the two mutant complexes are identical at the
interface. The differences between the two complexes are
located away from the interface.10

In addition, the entropic cost of fixing a water molecule
at the interface was neglected. This value is particularly
difficult to converge,45 but it may be up to ∼2.1 kcal/mol.46

Although we do not attempt to calculate it here, we note
that accounting for this entropic penalty may bring our
binding free energy estimates closer to the experimentally
determined values. As a first order approximation, one may
assume that the only difference in solvent entropy among
the wild type and mutant systems is the ordering of the two
intercalating water molecules. Given the value provided by
Dunitz, one would estimate an entropic penalty of ap-
proximately 4.2 kcal/mol. Such an assumption would reduce,
but not eliminate, the statistically significant difference
between the wild type and mutant systems.

The main finding of this work is that including key
intercalating water molecules in MM-PBSA calculations can
help discriminate between strong- and weak-binding com-
plexes. In the case of the TCR and SEC3 systems, the
importance of particular intercalating water molecules was
established experimentally, wherein the crystallographic
structure of the mutant complexes showed that these ordered
water molecules mediate interfacial contacts of the mutated
residues.9 No direct interface contacts were introduced by
the mutations. In this work we show, by comparison to other
scenarios where the interface water molecules are either
completely excluded or included, that explicitly including
select water molecules improves the predictive ability of the
MM-PBSA calculations. Although we concede that ignoring
the entropy loss of these water molecules will introduce some
error that may overestimate the stability of the complex,
calculations at this level of approximation may be sufficiently
accurate to achieve the goal of discriminating between strong-
and weak-binding protein-protein complexes.

Conclusions

The results presented here highlight the crucial role that
intercalating water molecules play in protein-protein inter-
action energetics. The results also point to the limitations of
using a completely continuum solvent model, such as PBSA.
However, we show that such errors may be rescued if key
water molecules, such as those present in the first solvent
shell or as suggested from crystallographic data, are included
explicitly in the calculations. More broadly, the ability to
computationally discern between strong- and weak-binding
complexes can be particularly useful in the study of

molecular recognition and in the prediction and design of
new or mutant protein systems. This work shows MM-PBSA
may be of use in that effort.
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Abstract: Furanosides are important constituents of a number of glycoconjugates from many
microorganisms. The highly flexible nature of these furanosyl moieties is believed to contribute
significantly to their role in biological processes. Therefore, an understanding of the conforma-
tional preferences of these molecules is an important area of research. As part of a larger program
involved in the conformational analysis of mycobacterial oligofuranosides, molecular dynamics
simulations on methyl �-D-arabinofuranoside (3) have been carried out using the AMBER
forcefield and the GLYCAM carbohydrate parameter set. This approach was used to predict
the rotamer population distribution about the hydroxymethyl group (C4-C5 bond) as well as
the ring puckering of this flexible ring system. Comparison of the conformer distributions obtained
during the simulation of 3 using the TIP3P water model with those obtained by analysis of 1H-1H
coupling constant data indicated that this water model was insufficient to describe the solvation
of this system. However, the use of the TIP4P and TIP5P models led to improved agreement
with conformer populations obtained from NMR data.

Introduction
Tuberculosis (TB) is a significant world health concern that
affects one-third of the world’s population and kills nearly
three million people annually.1 The dramatic increase in
drug-resistant strains of the bacterium that causes TB,
Mycobacterium tuberculosis, has heightened interest in the
development of novel vaccines and antibiotics for the
prevention and treatment of the disease.2-4 The treatment
of bacterial disease often involves the use of antibiotics that
act by inhibiting the biosynthesis of the bacterial cell wall.5-7

Some of the clinically used anti-TB drugs act in this fashion,8

and the mycobacterial cell wall has attracted significant
attention in the development of new drugs for the treatment
of this disease.2,9,10

The cell wall in mycobacteria, a complex array of
polysaccharides, proteins, lipids, and glycolipids,11 consists

of two major carbohydrate components, an arabinogalactan
(AG) and a lipoarabinomannan (LAM). These polymers
contain arabinose and galactose residues present exclusively
in the furanose ring form. Compared to their pyranose
counterparts, these five-membered rings are the least ther-
modynamically stable forms of most monosaccharides.
Although pyranosides generally exist in well-defined ener-
getically favorable chair conformations that have little ring
strain, furanosides have increased ring strain. Consequently,
furanoside rings are flexible species that can adopt several
conformational states, typically separated by low energy
barriers.12 The inherent flexibility of these five-membered
ring carbohydrates is postulated13 to play a role in the
protection of the organism against its environment by
providing a malleable scaffold that promotes the ideal
packing of the mycolic acid residues attached to the terminal
ends of the AG.11 These densely packed lipids form a
lipophilic barrier at the outer part of the cell wall that protects
the organism against both the passage of antibiotics and the
immune system of the infected host.14
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The critical role that the arabinofuranose ring system plays
in the cell wall structure of mycobacteria has prompted our
interest in understanding the conformational preferences of
oligosaccharides containing arabinofuranose rings.12,15-19

This work has been driven by hope that this knowledge will
aid in the design of potential inhibitors of the enzymes
involved in biosynthesis of the arabinofuranose-containing
portions of the mycobacterial cell wall.9

The conformational preferences of furanose rings are
difficult to determine due to their great flexibility; these rings
can adopt various envelope and twist conformations as
depicted on the pseudorotational itinerary20 (Figure 1). The
PSEUROT program21,22 has been an important tool in the
determination of the solution conformers of these furanose
rings by analysis of the vicinal 1H-1H coupling constants
of the ring hydrogen atoms. This program assumes a two-
state approximation, where a North (N) and a South (S)
conformer equilibrate via pseudorotation, rather than inver-
sion through a high-energy eclipsed planar ring form. Each
conformer can be described by its pseudorotational phase
angle, P, and puckering amplitude, Φmax. From a set of
vicinal 1H-1H coupling constants obtained from a given five-
membered ring, P can be calculated for both conformers
along with the N/S population ratio. The identity and relative
populations of the N and S conformers depend on several
factors, including steric and stereoelectronic effects.23,24

These factors also influence the distribution of rotamers about
the C4-C5 bond of these ring systems. In the past, the
hydroxymethyl group rotamer populations of several fura-
nose-containing mono- and oligosaccharides have been
calculated.25-28 This was done by analysis of the coupling
constants between the two pro-chiral C5 protons and the C4
proton, measured from the 1H NMR spectra of these
compounds. A generalized Karplus equation29,30 was then
used to determine the relative populations of the three
rotamers. The three minimal staggered rotamers depicted in
Figure 2 describe the C4-C5 bond conformation.

Although the majority of the D-arabinofuranose residues
present in AG and LAM are in the R-configuration, �-D-
arabinofuranosyl residues are also present. These moieties
are typically found at the periphery of the polysaccharides,
and their hydroxymethyl group is usually substituted with
other groups that play key roles in the survival and
pathogenicity of the organism.11 For example, in the AG,

this group is the site to which the mycolic acids are
esterified,11 while in the LAM a range of “capping” motifs
are found attached to this position.31

Several structural investigations on mycobacterial ara-
binofuranosides have been carried out,15-19 including various
high-level ab initio and density functional theory (DFT)
calculations. Our current interests lie in the study of larger
oligomers of D-arabinofuranose, for which we have NMR
data.25,32 Of particular interest is a hexasaccharide motif
found at the nonreducing end of AG and LAM (1, Figure
3), comprised of both R and � arabinofuranose residues.
However, the size of these molecules renders their treatment
with ab initio or DFT methods impractical. As a result, the
use of force field models to probe the conformation of these
oligosaccharides is the only practical way to model these
systems. In previous conformational studies of methyl R-D-
arabinofuranoside33 (2, Figure 3) as well as similar investiga-
tions on pyranosides,34-36 it was found that the use of the
AMBER37 force field in conjunction with the GLYCAM38

parameter set was an effective method for modeling carbo-
hydrates. Herein, we report our investigations on the use of
this computational approach to study the conformation of
methyl �-D-arabinofuranoside (3). In particular, we examine
the ability of the method to reproduce the distribution of
rotamers about the C4-C5 bond and the ring conformers as
determined by NMR spectroscopy. In the course of these
studies we demonstrated that the water model used had an

Figure 1. Pseudorotational itinerary for a D-aldofuranose ring.

Figure 2. Definition of gt, tg, and gg rotamers about the
C4-C5 bond. The quantity ω describes the dihedral angle
between the endocyclic oxygen O4 and the hydroxyl group
OH-5.

Figure 3. Hexasaccharide motif (1) found at the nonreducing
termini of mycobacterial AG and LAM, methyl R-D-arabino-
furanoside (2), and methyl �-D-arabinofuranoside (3).
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important influence on the ability of this method to reproduce
experimentally determined conformer populations.

Methodology

The AMBER forcefield with the GLYCAM parameter set
was employed for the description of methyl �-D-arabino-
furanoside 3. All molecular dynamics (MD) simulations were
carried out using the Sander module in the AMBER 9.0 suite
of programs,37 and the electronic structure calculations were
performed with Gaussian 03.39

Ring Averaged Charge Calculations. To carry out the
MD simulations on 3, partial atomic charges were required.
Due to the flexibility of furanose rings, a novel ring-averaged
approach developed by us,33 which incorporates the effects
of ring flexibility, was implemented to obtain partial charges
for 3. This method is a modification of the usual GLYCAM
approach developed by Woods and workers.36 The input
geometry of 3 was obtained from crystallographic data,40

and an ab initio geometry optimization was performed at
the HF/6-31G* level of theory. An initial set of restrained
partial atomic charges was obtained using the RESP ap-
proach.41 After a 50 ns MD simulation, 200 random
conformations were selected from the resulting trajectory,
and a constrained ab initio geometry optimization (HF/
6-31G*) was performed for each conformation, restricting
the dihedral angles involving the hydroxyl protons to the
values obtained from the simulations. For the 200 new
conformations, each with unique ring geometry and torsion
angles, a single point HF/6-31G* calculation was performed
to obtain the RESP fit, and the final charge of each atom
was calculated as an average. The value of the RESP restraint
weight was set to 0.01, and fitting was only performed to
the nonaliphatic hydrogen atoms.42 The charges obtained
from this procedure were ensemble averaged over several
exocyclic torsions and ring conformations. The charges used
in the simulations are provided in the Supporting Information.

Coupling Constant Analysis. An NMR spectrum of
methyl �-D-arabinofuranoside 3 in D2O solution was obtained
using a Varian Inova 400 MHz spectrometer. Rotamer
populations were calculated using a generalized Karplus
relationship30 represented by eq 1

3JHH ) 14.63cos2 �- 0.78cos �+ 0.60+∑
i

λi{0.34-

2.31cos2[�i�+ 18.4|λi|]} (1)

where λi is the difference in electronegativities of non-
hydrogen substituents along the coupling path, and �i is +1
or -1 depending on the relative orientation of substituents.
The angle φ is the dihedral angle between the two coupled
protons. A number of different calculations were carried out.
In one, the angles used the values for ideally staggered
rotamers (60°, 180°, and -60°). In another set of calculations,
this angle was equal to a value corresponding to the most
probable dihedral angle obtained from the respective MD
simulations (e.g., 61°, 174°, and -61° for the TIP3P H4-H5R

dihedral). This data are provided in the Supporting Informa-
tion. Equation 1 produces values for limiting coupling
constants of the individual rotamers. Due to rapid intercon-

version of rotamers, the experimentally observed vicinal
couplings are the weighted sums of these values. This is
represented by eqs 2-4, where Xi represents the mole
fractions of each rotamer, and the coefficients are the limiting
coupling constants calculated based on idealized staggered
geometry:

3JH4-H5R
) 0.9Xgg + 11.1Xgt + 4.5Xtg (2)

3JH4-H5R
) 2.7Xgg + 2.7Xgt + 11.1Xtg (3)

1)Xgg +Xgt +Xtg (4)

Once a set of experimental couplings is obtained, eqs 2-4
can be simultaneously solved to produce the desired rota-
meric distribution.

Solution Simulations. A 200 ns molecular dynamics
simulation of 3 was performed in a box of 264 TIP3P43 water
molecules under NPT conditions. The total box size was
22.771 × 25.372 × 25.544 Å. The temperature of the system
was set to 300 K and the pressure to 1 atm using a constant
temperature thermostat with the weak coupling algorithm (ntt
) 1) and a constant pressure barostat with isotropic position
scaling (ntp ) 1). A cutoff of 8 Å was used for nonbonded
interactions. Scaling parameters (SCNB and SCEE) were set
to 1.0 in accordance with the GLYCAM approach. All
simulations were carried out under NPT conditions using
the SHAKE44 algorithm to constrain all hydrogen-containing
bonds. Prior to production dynamics, minimization of the
water molecules was performed, followed by minimization
of the whole system, 100 ps of annealing and 150 ps of
equilibration. Ewald summation was used to handle long-
range electrostatics.

Hydrogen Bonding Analysis. Hydrogen bond analysis
of the 200 ns trajectory was performed using the ptraj module
in the AMBER suite. All oxygen atoms in 3 were assigned
as potential hydrogen bond donors, and all hydroxyl hydro-
gen atoms were assigned as potential acceptors. The criteria
used for a hydrogen bond was a cutoff distance of 3.5 Å
between the two heavy atoms and an angle cutoff of 120.0°.
All intramolecular interactions were also specified in the
analysis using the INCLUDESELF keyword.

Gas-Phase Simulations. A simulation of 3 was performed
in the gas phase to highlight the importance of the effects
of explicit solvation. The same simulation parameters were
employed as those for the solution simulations. However,
periodic boundary conditions and Ewald summation were
not used. A cutoff of 18.0 Å was utilized for the long-range
interactions.

TIP4P and TIP5P Simulations. Simulations of 3 using
the TIP4P43 and TIP5P45 water models were also performed.
Using TIP4P, a water box of 711 molecules with dimensions
of 30.086 × 32.853 × 32.457 Å was used. For TIP5P, a
box of 568 molecules was used with dimensions of 29.803
× 33.253 × 34.560 Å. All other parameters were identical
to the TIP3P simulations.

Results and Discussion

Atomic Charges. Our modification of the usual GLYCAM
approach for charge derivation, which incorporates the effects
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of the ring flexibility, was described previously.33 The
charges obtained from this procedure are presented in the
Supporting Information. An average rmsd of the carbon
atoms of the ring based on the 200 conformations used in
the ring averaging was calculated, and a value of 0.17 with
a fluctuation of 0.07 was obtained. This parameter provides
a measure of the ring flexibility of the system. To quantify
the magnitude of the rmsd in terms of puckering, a correlation
study was carried out that indicates what change in ring
puckering corresponds to a particular value of rmsd. A large
number of conformations (namely 100000) were selected for
this correlation study from the simulation based on our ring-
averaged atomic charges (discussed below). This number of
conformations was chosen to obtain a statistically meaningful
estimate.

C4-C5 Rotamer Populations. Using eqs 2-4 for ideally
staggered rotamers, a distribution of 57:8:35 gt:tg:gg was
obtained from the NMR data (Table 1). Moreover, experi-
mental distributions using the most probable dihedral angle
values (H4-C4-C5-H5S and H4-C4-C5-H5R, see the
Supporting Information) obtained from the MD simulations
were also calculated; these results are reported in Table 1.

In our previous studies of methyl R-D-arabinofuranoside
(2),33 the length of the MD simulations required to obtain
convergence of C4-C5 rotamer populations was established
to be 200 ns. A convergence study of the rotamer populations
in 3 as a function of simulation time is presented in Figure
4. As was observed for 2, a simulation time of 200 ns was
optimal for the convergence of rotamer populations in 3 to
reasonable uncertainties (see the Supporting Information).
Figure 5 shows a time-dependence study of the C4-C5
torsion angle and its associated distribution. Integration of
the peaks in the histogram results in a distribution of 40:
12:48 for the gt:tg:gg rotamers. The gg rotamer is found to
be the most populated, a result that contradicts the experi-
mentally observed rotamer population distributions (Table
1).

The discrepancy between the results from the MD simula-
tion and experiment may be rationalized by solvation effects.
In aqueous solution, it could be expected that the C5 hydroxyl
group is heavily solvated by water molecules, rendering it
too sterically demanding to be favorably oriented in the gg
rotamer. In addition, solvation of this hydroxyl group would
also diminish intramolecular hydrogen bonds present within
the sugar that may stabilize the gg rotamer.

To assess intramolecular hydrogen bond patterns in the
conformer ensemble of 3, these interactions were analyzed
as described in the Methodology section. The results of this
analysis suggest that there exists intramolecular hydrogen
bonding interactions within 3 that may be responsible for
the discrepancy in the results between experiment and
simulation. In the 200 ns trajectory, a hydrogen bond exists
between O5 and H2 in 4.3% occupancy and between O2
and H5 in 1.1% occupancy (Figure 6, TIP3P). This oc-
cupancy of hydrogen bonds is most likely to occur in the gg
rotamer where these particular hydrogen donors (H2 and H5)
are in close proximity to the oxygen acceptors (O5 and O2,
respectively). We hypothesize that this collective occupancy
of 5.4% should be reduced or eliminated by competing
intermolecular hydrogen bonds with water and therefore
affect the difference in gg and gt populations. In other words,
if the gt population is increased by 5.4% or more, and the
gg population is decreased by the same amount, the popula-
tions will near experimental values. Other intramolecular
H-bonds (e.g., O5 · · ·H3 and O4 · · ·H5) do exist but in
minimal occupancy.

To probe further intramolecular hydrogen bonding in 3, a
gas-phase simulation was performed. Analysis of the result-
ing trajectory showed that there was, as expected, an overall
increase in the intramolecular hydrogen bonding interactions
compared to those observed in the TIP3P simulations (Figure
6, gas phase). Concomitantly, the rotamer distribution
diverged further from the experimental data. The C4-C5
bond rotamer distributions from these gas-phase MD simula-
tions are presented in Figure 7 and compared to results from
TIP3P simulations and experiment. In the gas phase, the gt
rotamer (23%) significantly decreased in population, while
the gg (55%) and tg (22%) rotamer populations increased.
This suggests a higher propensity for the gg and tg rotamers
to form intramolecular hydrogen bonds compared with the
gt rotamer. This deviation from experiment led to the
implication that the TIP3P water model used in the simula-
tions may be insufficient to provide an accurate representation
of the aqueous solvation of 3.

This result led to the examination of alternative water
models for use in the simulations. A number of different
potential functions for liquid water have been developed over
the past several years.46 Although many bear little resem-
blance to “real water”, there exist models that are more
sophisticated than TIP3P, which would generally give better
agreement. TIP3P can be depicted as an effective rigid pair
potential composed of Lennard-Jones (LJ) and columbic
interaction terms, where the LJ site is on the oxygen atom
and the charge sites are on the hydrogen atoms; it uses atom-
centered point charges to represent the electrostatic interac-
tions. As an alternative, TIP4P43 is a branched and rigid water

Table 1. Experimental Rotameric Distributions about the
C4-C5 Bond in 3

ideal geometry TIP3P GAS TIP4P TIP5P

Xgt (%) 57 55 58 56 54
Xtg (%) 8 10 6 8 12
Xgg (%) 35 35 36 36 34

Figure 4. Convergence of the rotamer distribution of 1 as a
function of simulation time in TIP3P water.
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model that has a LJ site on the oxygen and bare charge sites
on the hydrogen atoms and along the bisector between the
hydrogen atoms. Because this model utilizes more interaction
sites, it provides an improved description of liquid water and
thus may aid in obtaining a satisfactory computational
outcome. Moreover, TIP5P45 is a branched rigid model that
utilizes an additional two charge sites that represent the
electron lone pairs in “real” water. Although these models
offer a better representation of water, their use in MD
simulations would typically result in a significantly increased
computational cost, as the number of interaction sites
increases.

To study the effect of the water model on the conforma-
tional ensemble, MD simulations of 3 were performed using
the TIP4P and TIP5P water models, at simulation times of

200 and 185 ns, respectively; the rotamer populations
converged at these times (Figure 8). The distributions of the
C4-C5 bond torsion angles of 3 in these two water models
are presented in Figure 9; a comparison of the rotamer
distributions obtained from all simulations is shown in Figure
10.

Gratifyingly, and in contrast to the results using TIP3P,
the general trend in rotamer populations obtained from the
TIP4P simulations parallels that found in experiment (gt >
gg > tg); the calculated populations of the gt and gg rotamers
are similar within the error bars. The gt rotamer is the most
populated of the three, whereas the tg rotamer is the least
populated. A similar trend was observed using the TIP5P
water model. From these results we conclude that the use of
the more refined water models in the simulations provides a
conformational ensemble of C4-C5 bond rotamers in 3 that
are in better agreement with experiment. Moreover, a
comparison of the MD rotameric distributions with the
experimental values obtained by using the most probable
dihedral angle values from the respective simulations (Table
1) shows a slightly better agreement in each case when
compared to the idealized geometry.

Hydrogen bond analysis of the resulting trajectories of the
TIP4P and TIP5P simulations shows a decreased percentage
in the occupancy of the intramolecular hydrogen bonds
compared to that observed in the TIP3P simulations (Figure
6, TIP4P and TIP5P). With the TIP4P model, the O5 · · ·H2
hydrogen bond is 3.7% populated, whereas the O2 · · ·H5
hydrogen bond is 0.9% populated, levels that are reduced
compared to the TIP3P simulations (4.3% and 1.1%,
respectively). Although these differences are small, the better
agreement with experiment demonstrates the superiority of
the TIP4P water model for simulations of 3. The formation
of intramolecular hydrogen bonds is even more reduced in
the TIP5P simulation - the overall percentage of these
intramolecular interactions is extremely minor (a total of
0.75% occupancy) - suggesting that with this model
intermolecular interactions with solvent molecules compete
well with the formation of intramolecular hydrogen bonds.
Therefore, this implies that the more sophisticated water
models may provide a more accurate representation of the
solvent effects involved in this system. Although this is not
unexpected when comparing TIP4P and TIP5P to real water,
the simulation results do demonstrate that the use of less

Figure 5. Time dependence of the C4-C5 torsion angle (left) and its associated distribution (right) in TIP3P water.

Figure 6. Percentage occupancy of intramolecular hydrogen
bonds.

Figure 7. Rotamer population distribution of 1 in solution
(TIP3P) and gas phase and their comparison to experiment.

434 J. Chem. Theory Comput., Vol. 5, No. 2, 2009 Taha et al.



sophisticated water models is insufficient to represent the
solvation of this particular system. Moreover, it was surpris-
ing to observe that this outcome is unique when compared
to the R system 233 where TIP3P was sufficient for good
agreement with experiment.

Ring Conformer Populations. Having successfully iden-
tified simulation parameters that provided C4-C5 rotamer
populations in good agreement with experiment, our attention

turned to ring parameters in 3, P and Φmax. Figure 11 presents
the variation in P, which describes the ring puckering, in all
simulations; the inset shows the variation in puckering
amplitude, Φmax. The MD simulations correctly predict the
two-state model generally used to model the solution
conformation for furanoside ring systems. From the 200 ns
trajectory, 55% of the conformations are present in the
northern hemisphere of the pseudorotational itinerary (see

Figure 8. Convergence of the rotamer distribution of 1 as a function of simulation time in TIP4P (right) and TIP5P (left) water.

Figure 9. Distribution of the C4-C5 torsion angle in TIP4P (blue, left) and TIP5P (green, right) water.

Figure 10. A summary of the distribution of rotamer populations about the C4-C5 bond of 3 in TIP3P water, gas phase, TIP4P
water, and TIP5P water compared to experiment.
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Figure 1), adopting pseudorotational phase angles of -90°
to 60°. The remaining 45% of conformations exist in a range
of P values from 120 to 240°. These magnitudes of the
populations of these conformers do not correspond well with
the experimental values (PN ) -7°, 86%; PS ) 162°, 14%)
determined by PSEUROT.12 However, the area of confor-
mational space in the southern hemisphere is centered about
P ) 160° and in the northern hemisphere about P ≈ 10°,
which corresponds well respectively to the S and N
conformer determined for 3 experimentally. The distribution
in Φmax is centered about 39° in all simulations, and this
corresponds well to earlier calculations on 3 as well as to
the puckering parameters of this molecule in the crystal
structure.40

The discrepancy in the pseudorotational phase angles could
possibly arise from our modification of the standard GLY-
CAM approach to derive the partial atomic charges. Fura-
nosides are flexible molecules, and thus, a single conforma-
tion cannot solely be used for the charge derivation. Rather,
charges must be averaged over a number of rings to better
represent all the conformations accessible to the system.33

Figure 12 illustrates the correlation between the rmsd of the
ring atoms and the distribution of the puckering angle, P.
The graph indicates that an rmsd of 0.17 as obtained in the

ring-averaged charge derivation procedure corresponds to a
change of more than 100° in P. Fluctuations in the rmsd
result in even greater changes in the ring puckering. This
result is not unexpected, as previous simulations on 2 also
yielded similar variations in P. Unlike our previous results,
however, simulations on 3 suggested that the two-state
conformational model for assessing ring conformation using
PSEUROT is valid. Therefore, another possible source of
discrepancy in P compared to experiment is that the
generalized Karplus equation used in the PSEUROT analysis
of 3 may not be accurate for this ring system. This could be
circumvented by the calculation of Karplus curves specific
for each coupling pathway in �-arabinofuranoside rings,
using theoretical methods.47,48 Moreover, access to accurate
Karplus curves tailored to 3 would allow a direct comparison
of ring 3JH,H obtained from NMR spectroscopy, with those
obtained from the conformational ensemble generated by
AMBER/GLYCAM MD simulations. Such an approach may
circumvent possible sources of error entailed by the PSEUROT
approach. It appears that Karplus relationships more specific
to 3 are essential. An attempt to calculate 3JH,H of 3 from
the conformer distribution provided by the MD simulations
using the generalized Karplus equations30 led to poor
agreement with experiment (data not shown).

Conclusions

In this paper, the combined AMBER/GLYCAM forcefield
model was applied to simulations of methyl �-D-arabino-
furanoside (3). A recently developed method for the calcula-
tion of atomic charges was used to take into account the
flexibility of the furanose ring in 3. Initial simulations with
TIP3P water model yielded C4-C5 rotamer populations that
were not in good agreement with experimental data, and
hydrogen bond analysis as well as gas-phase simulations
suggested that more sophisticated water models were required
for the proper representation of the solvation of 3. The TIP4P
and TIP5P water models were then employed, and both
demonstrated good agreement of the C4-C5 rotamer dis-
tribution with the experimental results. Analysis of the ring
puckering showed that although the magnitude of populations
of the two low energy conformations are different than
experiment, good agreement was obtained with respect to
the identity of each conformer as well as the puckering
amplitude (Φmax). The discrepancy in puckering results may
be attributed to the charge derivation procedure or an
inaccurate Karplus relationship that was used in the analysis
of experimental 3JH,H data. Having successfully applied the
AMBER/GLYCAM approach to investigate the conforma-
tion of 3, this method will be used in the conformational
studies of larger furanose containing oligosaccharides, such
as 1. In addition, novel Karplus equations for each 1H-1H
coupling fragment in 3 are currently being developed using
theoretical methods.
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Figure 11. The distribution of the pseudorotational phase
angle (P) for 3 in the gas phase, TIP3P water, TIP4P, and
TIP5P water. The distribution of puckering amplitude, Φmax,
is given in the inset.

Figure 12. Joint probability distribution of the puckering angle
(in degrees), P, and the rmsd (in Å) of the ring carbon atoms.
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Supporting Information Available: Calculated partial
atomic charges, with standard deviations; MD simulations
convergence criteria, with errors in rotamer populations;
coupling constants for 3, compared to previously reported
values; values for the most probable dihedral angles in each
simulation; and comparison of MD rotamers and experi-
mental rotamers in each case. This material is available free
of charge via the Internet at http://pubs.acs.org.
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